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Abstract

Nowadays, reinforcement learning algorithms on Markov decision processes (MDPs) face computational issues when the state space is large. To reduce this state space of a MDP several state aggregation, or clustering, methodologies have been applied. Recently, a new clustering algorithm has been proposed that is able to cluster states from a single block Markov chain. A block Markov chain is a Markov chain with blocks in its transition matrix that correspond to clusters. Our aim was to investigate the possible combination of state aggregation in reinforcement learning on MDPs with clustering of states on a block Markov chain. First, we investigated the clustering algorithm and its properties to see its performance with different parameters and trajectory length. We compared the statistical properties of a pure Markov chain and the mixed Markov chain generated by a MDP. Afterwards, we verified the performance of the clustering algorithm on this mixed Markov chain. We proposed the BMC–MDP model that is able to model cluster based MDPs. We proposed C-PSRL, an algorithm, that consists of a single clustering step, on this newly introduced model. We compared its performance with a naïve approach and concluded that this new combined approach of clustering and MDP solving on a reduced space is a viable approach that reduces the computational complexity significantly. This research opened up the possibilities of more complex algorithms with, for example, multiple clustering steps. Moreover, if we can extend this clustering algorithm to clustering based on a state and action trajectory, this may results in an increased clustering performance and thereby enhance the performance of this general approach of optimizing on a cluster based MDP.
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In Reinforcement Learning (RL) an agent interacts with an unknown environment. The agent tries to maximize its return by performing actions. This action influences the reward and the state of the environment. The challenge therefore is to understand how an action will affect the future rewards. The dominating approach in the field is to model this environment using a Markov Decision Process (MDP) [1], [2]. A MDP is a mathematical model dating back to the 1950s [3],[4]. In RL the agent is uncertain about the dynamics of the environment at the start of the process and must therefore explore different strategies in order to gain information about the environment. Once the agent obtains an understanding of the environment the agent can exploit this knowledge to compute a good strategy. The performance is usually measured in terms of cumulative regret; the difference between the reward of a strategy and the reward of the optimal strategy. RL has been applied to various problems in for example robotics [5], healthcare, finance, energy, and transportation [6]. Fascinatingly, RL is even being used to create agents to play games such as Tetris [7] and Go [8]. Recently, agents have been created to play complicated video games such as Super Smash Bros. Melee [9] and Starcraft II [10].

In the past decade many approaches to find the optimal strategy for a MDP with RL have been proposed and analysed. With the improvements in computational power over recent years many new techniques have been proposed that leverage various underlying model assumptions. This led to a rise in the complexity of the problems for which a solution can be found in a reasonable time. However, even with this computational power, algorithms still face issues when the state space is large. The number of possibilities increases exponentially and that makes some of the more refined methods take too much processing power to make them suitable for day to day use. For example, various concrete reinforcement learning problems that model dynamical systems using a Markov chain with an unknown transition kernel still face this issue [2].

To make the issue even more pressing, in practice we often deal with environments with large observation spaces. For standard RL algorithms the regret grows with the size of the observation state space. Nonetheless, in several domains there is an underlying latent space that describes this observation space and its dynamics and rewards. This latent space is of lower dimension than the total observation state space. If it is possible to find this lower dimensional latent space we can reduce the learning complexity because we only have to optimise in this lower dimensional latent space. To give an example of a latent space, if a robot has multiple sensors we receive input from every sensor but all these inputs can, for example, be translated into a 2D map of the environment of this robot. The assumption that a lower dimensional, latent, space exists has been utilised in RL. As a matter of fact, for multi-armed bandit algorithms, a bandit algorithm is a RL algorithm on a MDP with one state, it is shown that learning such a (latent) finite set reduces the regret significantly [11], [12]. Furthermore, state aggregation through different methods has been widely studied for Markov Decision Processes, see e.g. [13]. To illustrate the theoretical complexity of finding a latent space, consider that finding the minimal $\epsilon$-equivalent MDP for a MDP in its tabular form is NP-hard [14]. The $\epsilon$-equivalent MDP is a MDP with a smaller state space and in this MDP states that have similar transition probabilities and rewards are clustered. For states to be clustered the transition probabilities and reward have to be within a norm of $\epsilon$ of each other. Nevertheless, two algorithms have been proposed recently that aggregate (cluster) states and learn on the latent MDP. [15] proposed an algorithm combining state aggregation...
with UCRL, a reinforcement learning algorithm. The result reduce the computational complexity but it does not show any improvement in the regret. [16] introduced the Rich-Observation Markov Decision Process (ROMDP) model and propose an algorithm combining clustering within this ROMDP model with UCRL. They show that they can cluster and that this algorithm asymptotically matches the regret of learning on the latent MDP.

The inspiration for this Thesis comes from the research [17]. They showed that clustering of states is possible on a single trajectory generated by a Block Markov Chain (BMC). A BMC is a Markov chain with a block structure in its transition matrix. These blocks can be seen as clusters, and these clusters form a latent space of the Markov chain. Because a Markov chain describes the dynamics of a MDP our goal is to research if we can utilise this clustering methodology to learn the latent structure of a Markov chain and with that the latent structure of the MDP. By learning this latent structure we hope to efficiently find a policy.

1.1 | Research questions and outline

We formulated the idea of combining the work of clustering in BMCs by [17] with RL into learning objectives of this thesis. Our main objective is to investigate the performance of a two-step approach of clustering and optimization of a MDP with an underlying BMC compared to the performance of a naïve RL implementation on the same MDP. If we can learn a latent space effectively we can reduce the computational complexity of our agent because this effectively is a reduced state space. Within this thesis we solely focus on a method where you first cluster the large state space into a smaller cluster space. We assume that the behaviour of the states within a cluster act similar in terms of transition dynamics and reward. By clustering we effectively reduce the state (cluster) space of the problem. Afterwards we optimize for this MDP utilising the latent cluster space.

This thesis is a first study on combining this clustering methodology with optimization in a MDP. Our first aim is to understand MDPs and clustering in BMCs. We implement a BMC simulator and gain insights in clustering on a BMC trajectory. We analyse the compatibility of the clustering algorithm for application to a trajectory generated by a MDP. After the analysis on clustering on BMCs, we formulate a model for a cluster based MDP. We propose an algorithm that is able to combine these two methodologies and show results on this algorithm’s performance. This methodology gave us the tools necessary to analyse this combined approach and will be described by six chapters:

• In Chapter 2 an introduction is given on Reinforcement Learning. This chapter covers bandit problems and Markov Decision Processes. For both frameworks several algorithms are described.

• In Chapter 3 the definition of a Block Markov Chain and the recently developed algorithm to cluster the states of this Block Markov Chain are described. The rest of this chapter is devoted to an analysis and an investigation of the properties of this algorithm. These results lay the foundation for combining this clustering algorithm in the Markov Decision Processes framework.

• In Chapter 4 the clustering methodology is combined with the Markov Decision Processes. We present a new model to combine a Block Markov Chain structure with a Markov Decision Process. Afterwards, we present an algorithm that successfully deals with the cluster based Markov Decision Process problem and show results of the performance of this algorithm.

• In Chapter 5 we present the conclusions of the Chapter 3 and 4. We also give a general conclusion for the main objective of this thesis.

• In Chapter 6 recommendations for further research are given.
Reinforcement Learning

Learning through interacting with our environment is probably one of the most fundamental ways of learning when we think about the nature of learning. Every human does this on a daily basis; for example, when growing up we learn to ride a bike with some guidance from our parents. But afterwards we learn to ride a bike without touching the handlebar. We do this through interaction with the environment, specifically the bike on the road. We take actions: we lean in different directions and see how the bike reacts. By leaning we learn how to ride a bike without even tugging the handlebar through repeated interaction. At some point we understand that if the bike starts falling to the right we have to take an action, namely leaning towards the left, in order to not fall to the ground. This example describes how learning through interaction is a fundamental method of learning and intelligence.

This chapter introduces Reinforcement Learning, a computational approach to learning from interaction, and we will describe models that are used as a learning framework. The objective is to find the optimal action in the different scenarios we encounter. We start this chapter with an introduction to Reinforcement Learning in Section 2.1. The first model we introduce is the bandit problem, this problem is presented in Section 2.2. In Section 2.3 multiple algorithms to find the optimal action strategy for the bandit problem are described. Afterwards in Section 2.4 we describe a more complex model that is the key model studied in this thesis: the Markov Decision Process model. We conclude this Chapter by describing algorithms that find the optimal actions in Markov Decision Processes in Section 2.5.

2.1 | Reinforcement Learning

Reinforcement learning is a computational approach to learning from repeated interaction with its environment. This kind of learning is also referred to as sequential decision making under uncertainty. Sequential decision making is a general term to describe a situation where the agent or decision maker does successive operations on an environment to find the optimal decision for that specific environment. A sequential decision problem is therefore a concatenation of decision problems, and each time an action should be taken while taking its effect on the future into account [19]. The objective of the agent is to map each situation to an optimal action to be taken. We use the term agent to describe the decision maker in this repeated learning process. The agent uses the information that is acquired to make the decision. Most of the material in this Chapter can be deducted from [2] or [1].

Generally speaking the objective of the agent, in this computational approach, is to maximize a numerical reward signal. The agent is not told which actions to take, but must discover which actions yield the most reward by trying them, hence the uncertainty. Therefore the agent has to repeatedly interact with the environment to find out the best action for every observation. In challenging environments, actions may not only affect the reward received at this time point but also influence the next observation, and through that, all subsequent rewards that are received.

In Figure 2.1 a general framework for reinforcement learning is shown. The agent interacts with the environment and based on the reward and observation it receives the agent determines the next action. The agent must be able to observe the situation through observation and must be able to take actions that affect this situation in order for a reinforcement learning problem to make sense. The agent should also have clear goals related to the state of the environment. Here the desired state of the environment
is modelled through the reward that is obtained. We will formalize this problem of finding the optimal action on incompletely-known Markov decision processes, the details will follow in Section 2.4. For now, we note that if a general problem can be described in such kind of framework it can be solved with a reinforcement learning method. From [2], "As Markov decision processes are intended to include just these three aspects - sensation, action and goal - in their simplest form without trivializing any of them. Any method that is well suited to solving such problems we consider to be a reinforcement learning method."

The major challenge in reinforcement learning is the trade-off between exploration and exploitation. The agent is uncertain about the environment and without the full knowledge of the environment the agent faces a conflict between exploring the environment and the objective to exploit the environment to increase her reward. The trade off between exploring and exploiting is worsened by the fact that the agent's actions influence the information gained. Thus in order for the agent to learn efficiently the right balance has to be struck between exploration and exploitation.

To summarise: in reinforcement learning we start with an interactive, goal-seeking agent and an environment. This reinforcement learning agent has explicit goals, can sense aspects of the environment, and can choose actions to influence the environment. It is usually assumed that the agent has to operate from the beginning despite uncertainty about the environment it faces. Hence reinforcement learning involves planning, the agent has to balance action selection for exploration and exploitation, as well as the question of how we model the environment and improve the estimate of this environment.

2.1.1 | Elements of Reinforcement Learning
Besides the agent and environment we can identify four main elements in a reinforcement learning system: a policy, a reward signal, a value function, and optionally, a model of the environment.

The policy defines the way the agent picks his action at a given time. This means that the policy is a mapping from a current state of the environment and time to the action taken at that time. The policy could be a look up table with a determined action for any situation but could also be stochastic, specifying probabilities for every action.

The reward signal is used to define the goal of the reinforcement learning problem. At every time step the environment sends the agent a single number, the reward. The agent's objective is to maximize the sum of those received rewards. The reward signal essentially determines what is a good
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or bad event for the agent. In general, reward signals may be stochastic functions of the state of the environment and the action taken.

While the reward signal determines the immediate effect of any action, the value function takes the long time expectation into account. Roughly speaking, the value function determines the expected cumulative reward you can expect over time starting from picking the action in that specific state. As mentioned before, challenging environments may potentially have long lingering effect: even if the immediate reward of picking that action is low, the value function for that action may be high if subsequently the environment is often taken to states with a high reward.

The last element is the model of the environment. This is an optional parameter in a reinforcement learning system. Reinforcement learning systems that utilise a model are called model-based algorithms. These models are used for planning as we can use the estimated model to plan the current action. We do this with a model because we can take future situations into account before they occurred and in that way determine the current policy more effectively.

2.2 | A K-armed Bandit Problem

The first reinforcement learning problem we will now explore is the bandit problem. The bandit problem is a special case of the general reinforcement learning problem because it only consists of a single state. The bandit problem is a simplified problem and can be illustrated without the observation input as illustrated in Figure 2.2. Stochastic bandits are widely researched and one the earliest references was by [19] who proposed an algorithm that will be described in Section 2.3.3.

In this section we will study the multi-armed bandit problem that is also referred to as the stochastic bandit problem. The agent is repeatedly faced with a choice among K different options (actions). After every action the agent receives a reward and his objective is to maximize the expected total reward over a time period T. Mathematically the stochastic bandit problem consists of K independent probability distributions (arms) \{D_1, D_2, ..., D_K\} with expected values \{\mu_1, ..., \mu_K\}. The agent does not know those K distributions in advance and the objective of the agent is to find out the optimal distribution (arm) to play at according to the performance evaluation function. In the situation described earlier the performance evaluation function is the sum over the received rewards from \(t = 1, ..., T\). At time step t the agent selects an arm (one of the K distributions): this choice represents the action \(A_t \in \{1, ..., K\}\) and the agent receives a reward \(R_t \sim D_{A_t}\). The expected reward at that time point t is \(E[R_t] = E[D_{A_t}] = \mu_{A_t}\) and depends on the arm \(A_t\) that is picked. The optimal strategy would be to pick the arm that has the largest expected reward, so we define the optimal action \(A^* = \arg \max_{j \in \{1, ..., K\}} \mu_j\) as choosing the arm with the highest expected reward \(\mu^* = \max_{j \in \{1, ..., K\}} \mu_j\). The agent thus has a two sided goal of on the one hand finding out which arm gives the largest expected mean reward and on the other hand playing the arm that yields the highest reward. This illustrates exploration versus exploitation principle. A bandit algorithm specifies a policy on which arm \(A_t\) to select at time step t.
The mentioned value function in the introduction to reinforcement learning is identical to the reward signal in the bandit problem. This is because there is no long-term planning involved as there is only a single state. Next we will demonstrate the way we measure the performance of a bandit algorithm. The performance of a bandit algorithm is measured with the regret. The regret is the difference between the reward received using the policy of the algorithm and the reward received using the optimal policy. The total expected regret at time step $T$ is

$$
\mathbb{E}[\text{Regret}]_T = T \mu^* - \sum_{t=1}^{T} \mu_{A_t}.
$$

(2.1)

Here $\mu_{A_t}$ is the expected reward if the arm $A_t$ picked at time instance $t$ and $\mu^*$ is the optimal reward value. The difference between the expected reward value of the optimal arm and the arm picked will be defined as the immediate regret for action $j$ by $\Delta_j = \mu^* - \mu_j$. Hence $\mathbb{E}[\text{Regret}]_T = \sum_{t=1}^{T} \Delta_{A_t}$. The bandit problem was formally restated in a short paper by [20] and here the notion of regret was introduced.

Next we will illustrate these mathematical definitions with an example to give insight in what kind of problem this multi-armed bandit problem describes.

**Example:**
You, as the agent, stand in a casino and face the choice of $K = 3$ slot machines to play on. The slot machines have different expected rewards $\{\mu_1, \mu_2, \mu_3\}$ as illustrated in Figure 2.3. You have no knowledge of the three different slot machines and want to find the optimal action (slot machine) $A_t \in \{1, 2, 3\}$ for you to play on. The optimal action is to play on the slot machine that gives the best reward so the slot machine with the highest expected reward $\mu^*$. This is optimal because playing on this optimal slot machine gives the best expected reward and an immediate regret of zero for that time step.

$$
\begin{align*}
&\mathbb{E}[R_t | A_t = 1] = \mu_1 \\
&\mathbb{E}[R_t | A_t = 2] = \mu_2 \\
&\mathbb{E}[R_t | A_t = 3] = \mu_3
\end{align*}
$$

Figure 2.3: Illustration of a 3-armed bandit problem.

The performance of a policy is measured by the regret of that algorithm. The general performance of a reinforcement learning algorithm is commonly analysed by bounding the regret. A lower and upper bound on the regret, after a certain amount of time steps, gives an indication of how good an algorithm is. The first asymptotic lower bound on any bandit algorithm is derived by [21]. We know that an algorithm that follows this lower bound is guaranteed optimal in that sense. For an extensive study on bandit problems and algorithms we refer the reader to [22] or [23].

### 2.3 | Algorithms for Bandit problems

In this section we describe three algorithms that are used to find a policy for the $K$-armed bandit problem.
2.3.1 | The epsilon-greedy algorithm

In the $K$-armed bandit problem we have to select an action at every time step. To select this action we use the estimated reward mean of the $K$ different actions and we do this by keeping track of the estimated mean $\hat{\mu}(j)$ at time step $t$ for all actions $j \in \{1, \ldots, K\}$. We also measure how certain we are of this estimate and we do this by keeping track of the number of times this action (arm) is played $N_t(j)$.

The greedy algorithm is initialised by playing every action once and setting the estimated reward $\hat{\mu}(j) = R_j$ and $N_0(j) = 1$ for all actions $j \in \{1, \ldots, K\}$. The next action $A_t$ at $t = K + 1$ is picked by looking at the current estimated reward means and select the one that is the highest, i.e., $A_t = \arg\max_{j=1,\ldots,K} \hat{\mu}_{t-1}(j)$. We play this action and receive reward $R_t$. We then update these two quantities for $j = A_t$ using the received reward $R_t$ iteratively:

$$\hat{\mu}_t(j) = \hat{\mu}_{t-1}(j) + \frac{R_t - \hat{\mu}_{t-1}(j)}{N_{t-1}(j)}, \quad N_t(j) = N_{t-1}(j) + 1. \quad (2.2)$$

For the other actions $j \in \{1, \ldots, K\} \neq A_t$ the estimate and the number of trials does not change and are updated by $\hat{\mu}_{t+1}(j) = \hat{\mu}_t(j)$ and $N_{t+1}(j) = N_t(j)$.

The estimator in (2.2) is not necessarily the best. Other estimators could be used but for didactic reasons we stick with this definition and focus on explaining how these estimates can be used to select actions.

The algorithm described above is greedy in the sense that it always picks the action that has the highest estimated mean at that time. This kind of greedy approach does not favour exploration of the other options and that is why a variant, the $\epsilon$-greedy algorithm, was introduced. The $\epsilon$-greedy algorithm is similar to the greedy algorithm, but it favours exploration, it selects a random action with probability $\epsilon$. The $\epsilon$-greedy algorithm therefore selects the arm with the highest estimated mean with probability $1 - \epsilon$, and it chooses a random arm with probability $\epsilon$. Hence the probability of selecting arm $A_t$ at time $t$ is given by:

$$P(A_t = a) = \begin{cases} 1 - \epsilon + \epsilon/K & \text{for } a = \arg\max_{j=1,\ldots,K} \hat{\mu}_{t-1}(j), \\ \epsilon/K & \text{for } a \neq \arg\max_{j=1,\ldots,K} \hat{\mu}_{t-1}(j). \end{cases}$$

If there are multiple actions with the same estimated mean we select any of those actions with a policy. As long as we use the same policy in all scenarios where there are multiple actions this does not influence the performance of the algorithm.

If the reward would have zero variance the greedy algorithm would always outperform the $\epsilon$-greedy algorithm. This is because all the estimates are exact after the initial stage of selecting every action once. However, if the variance is non-zero more exploration is needed to find the optimal action and the $\epsilon$-greedy algorithm will outperform the greedy algorithm in most scenarios. In practice you want to explore more in the beginning and less later on as the estimates become more accurate, so often a varying $\epsilon$ is used. For example in [24, Theorem 3] they set $\epsilon$ proportional to $1/t$ and this ensures that $\epsilon$ decreases fast enough so that the regret is close to the optimal regret but slow enough that the selected action converges to the optimum arm.

2.3.2 | Upper Confidence Bounds algorithms

The next family of bandit algorithms we discuss is the Upper Confidence Bounds (UCB) class of algorithms. This class of algorithms was proposed in [24]. The $\epsilon$-greedy algorithm forces another action to be tried but does that without preferences. The class of UCB algorithms makes this exploration choice based on the potential of every action to be optimal. It does so by looking at the difference between the estimates of every action with the maximum estimate while also taking the uncertainty in those estimates into account.

The UCB algorithms maintain the number of times every arm has been played ($N_t(j)$) as well as the estimated mean ($\hat{\mu}(j)$) of all arms $j = 1, \ldots, K$, similar to the greedy algorithms. All arms are played once and afterwards the algorithm picks the next action $A_t$ based on the following equation:

$$A_t = \arg\max_{j=1,\ldots,K} \left( \hat{\mu}_{t-1}(j) + \sqrt{\frac{c \ln t}{N_{t-1}(j)}} \right). \quad (2.3)$$
The number $c > 0$ is a constant that controls the degree of exploration, for UCB1 this $c = 2$. After every time step the number of times the arm is played and the estimated mean are updated in the same way as in the greedy algorithms, see (2.2).

The potential of every action to be optimal is mathematically nested in the right-hand side of (2.3). The square root is a measure of the uncertainty in the estimate. The quantity that is used is thus a sort of upper bound on the possible reward mean for every action. This is where the name Upper Confidence Bound stems from.

The UCB family of algorithms is one of the benchmark bandit algorithms because of its known bounds on the regret. For UCB1, if the reward is bounded in $[0, 1]$ the maximum expected regret after $T$ time steps is given by [24, Theorem 1].

**Theorem 1** (Auer, Cesa–Bianchi, Fischer, 2002). For all $K > 1$, if policy UCB1 is run on $K$ machines having arbitrary reward distributions $D_1, ..., D_K$ with support in $[0, 1]$, then its expected regret after any number $T$ of plays is at most

$$
\mathbb{E}[\text{Regret}]_T \leq 8 \sum_{j \in \{1, ..., K\}} \left( \frac{\ln T}{\Delta_j} \right) + \left( 1 + \frac{\pi^2}{3} \right) \sum_{j=1}^{K} \Delta_j).
$$

Here $\Delta_j := \mu^* - \mu_j$ is the immediate regret of playing action $j$, where $\mu_1, ..., \mu_K$ are the expected values of $D_1, ..., D_K$.

### 2.3.3 | Thompson Sampling algorithm

Thompson Sampling (TS) was originally proposed in [19] and was the first bandit algorithm. The algorithm was independently rediscovered in [25], [26] and [27]. An introduction containing various examples can be found in [28]. The idea behind Thompson Sampling (TS) is to pick the arm that is likely to have the largest expected mean when we also take the number of times the arm has been played into account. While this idea is similar to the upper confidence bound methods, the approach of TS instead uses a prior distribution. At every point in time the algorithm samples an environment using this prior distribution and acts according to the optimal action in that sampled environment. This is why TS is also referred to as posterior sampling.

We will illustrate this concept with a TS algorithm that uses a Beta($\alpha, \beta$) distribution as the prior distribution. The Beta distribution is used to solve Bernoulli bandits. A Bernoulli bandit is a bandit with a Bernoulli distributed reward. A Beta distribution is used because of its conjugacy properties. Note that because the expected value of a Beta($\alpha, \beta$) distribution is given by $\alpha / (\alpha + \beta)$, the distribution becomes more concentrated as $\alpha + \beta$ grows. For the Bernoulli distributed reward the $\alpha$ models the successes (reward = 1), by $S(j)$ we denote the number of successes of arm $j$ and the $\beta$ the failed rolls (reward = 0), we denote the number of fails of arm $j$ by $F(j)$. The estimated mean of this Beta($S(j), F(j)$) distribution $\mathbb{E}(\text{Beta}(S(j), F(j))) = S(j) / (S(j) + F(j)) = \hat{\mu}_j$ then corresponds to the estimated mean of the arm $j$. This estimate will converge to the true mean as the number of samples increases. In this algorithm we initialize both these $S(j)$ and $F(j)$ with a 0 for every arm $j = 1, ..., K$ because the Beta(1, 1) distribution is the uniform distribution. Given the initialisation of $S_0(j) = 0, F_0(j) = 0$ for all $j \in \{1, ..., K\}$, we pick the next $A_t$ at time $t$ according to

$$
A_t = \text{argmax}_{j=1, ..., K} \text{Beta}(S_{t-1}(j) + 1, F_{t-1}(j) + 1).
$$

After playing arm $A_t$, we receive the reward $R_t$. We then update the $S$ and $F$ parameters according to

$$
(S_t(A_t), F_t(A_t)) = (S_{t-1}(A_t) + R_t, F_{t-1}(A_t) + 1 - R_t).
$$

The first TS asymptotic regret finite time analysis for Bernoulli bandits is given by [29, Theorem 1]. We reproduce the results here for your convenience:

**Theorem 2** (Kaufmann, Korda, Munos, 2012). For every $\epsilon > 0$ there exist a problem-dependent constant $C(\epsilon, \mu_1, ..., \mu_k)$ such that the regret of Thompson Sampling satisfies

$$
\mathbb{E}[\text{Regret}]_T \leq (1 + \epsilon) \sum_{d \in \{1, ..., K\}} \frac{\Delta_d (\ln(T) + \ln \ln(T))}{K(\mu_d, \mu^*)} + C(\epsilon, \mu_1, ..., \mu_K).
$$


Here $K(p, q)$ is the Kullback–Leibler divergence, which is given by

$$K(p, q) \triangleq p \ln \frac{p}{q} + (1 - p) \ln \frac{1 - p}{1 - q}.$$  

The Beta distribution prior can be applied to general reward functions as long as the rewards are bounded on the interval $[0, 1]$. The regret bound no longer holds for this more general setting as this bound is derived for a Bernoulli bandit. For general TS any prior distribution could be selected and for every arm we update the parameters that are needed to draw a sample from this distribution using the received rewards.

### 2.4 | Markov Decision Process

The second model that we introduce is the Markov Decision Process (MDP). A MDP can be seen as an extension of the multi-armed bandit problem. Unlike bandit problems, which optimise for immediate reward, a MDP factors in the long term consequences. An action taken at the current decision epoch can influence the system at future decision epochs and this requires planning over multiple epochs [30]. A MDP is a mathematical model dating back to the 1950s [3],[4]. The information in this section is quite general and can for instance be found in [31] or [32]. A MDP utilises the Markov property and we will start with general Markov chain properties in Section 2.4.1. Afterwards we will define the MDP model in Section 2.4.2, and in Section 2.4.3 we will conclude with a description of an algorithm that is able to find the optimal strategy in a MDP when all parameters of the problem are known.

#### 2.4.1 | Markov chain

In a MDP the environment is modelled with states. This state represents the observation that the agent makes and on which the agent bases her action taken on, in combination with the received rewards. The dynamics that govern how the system evolves from the current state to the next state is assumed to satisfy the Markov property. Background information on Markov chains can be found in e.g. [31] and [33].

A discrete Markov chain is a sequence of random variables $\{S_0, S_1, S_2, \ldots\}$ in which the variable $S_t$ take their values in a discrete set $S$ also called the state space. We call this sequence $\{S_t, t = 0, 1, 2, \ldots\}$ a Markov chain if the transition probability from state to state satisfy the Markov property. The Markov property dictates that the history of the sequence is all factored in the current state. Therefore the transition probability only depends on the current state, i.e.,

$$\mathbb{P}(S_{t+1} = i_{t+1} \mid S_t = i_t, S_{t-1} = i_{t-1}, \ldots, S_0 = i_0) = \mathbb{P}(S_{t+1} = i_{t+1} \mid S_t = i_t)$$

for all $i_0, i_1, \ldots, i_{t+1} \in S$.

If the transition probability $\mathbb{P}(S_{t+1} = i_{t+1} \mid S_t = i_t)$ does not depend on the time step $t$ we call the Markov chain homogeneous. The transition probability from state $x$ to $y$ can then be expressed using a matrix $P$ with entries

$$P_{x,y} = \mathbb{P}(S_{t+1} = y \mid S_t = x) \quad \text{for all} \quad x, y \in S.$$  

(2.6)

Because this matrix contains transition probabilities the sum of the every row is one; $\sum_{y \in S} P_{x,y} = 1$ for all $x \in S$.

#### 2.4.2 | General structure

Now that we have seen the basics of a Markov chain and the transition matrix we can formulate the model of a MDP. In Figure 2.4 a graphical representation of the dynamics of a MDP is shown. At every time point $t$ we have the state of the environment $S_t$. The agent selects action $A_t$ and we receive the reward $R_t$ and the environment progresses to next state $S_{t+1}$. At this next time point $t + 1$ this process repeats itself. The arrows in Figure 2.4 illustrate dependencies in this process. The objective of the agent is to optimize a performance evaluation function, for example the sum of the received rewards $\sum_{t=1}^{T} R_t$.

Now that we have illustrated the dynamics we formulate the MDP model exactly. The dependencies in Figure 2.4 will also become clear from this. A finite MDP can be described with the Markov tuple $M = (\mathcal{S}, \mathcal{A}, R^M, P^M)$. All $n$ possible states are represented in the state space $\mathcal{S} = \{1, \ldots, n\}$. Similarly all $l$ possible actions are represented in the action space $\mathcal{A} = \{1, \ldots, l\}$. At each time step $t = 0, \ldots, T$
the agent observes state \( S_t \in \mathcal{S} \) and the agent selects action \( A_t \in \mathcal{A} \). Afterwards the agent receives a reward \( R_t \) which is drawn from a distribution \( R^M(S_t, A_t) \) which depends on the current state and action. The last model element we describe is the transition from state \( S_t \) to the new state \( S_{t+1} \). This next state depends on the current state and the action and is described in the \( p^M \) matrices of the Markov tuple \( M \). This \( p^M \) contains \( l \), number of actions, Markov transition matrices, as seen in (2.6). So \( p^M(S_t, A_t) \) is an array of length \( n \) that contains the transition probability to all \( n \) states given the current state and action.

In this definition we assume that the MDP is homogeneous, which means that the transition probabilities and rewards are independent of the decision epoch \( t \), which means that they only depend on the current state and action. We also assume that the action space is finite and equivalent for all states.

The combination of a Markov Decision Process and the performance evaluation function is referred to as a Markov Decision Problem. The agent can solve such problem by using a policy. A policy is a sequence of decision rules \( \{ \pi_1, \pi_2, \ldots, \pi_t, \ldots \} \) where \( \pi_t \) is a decision rule at time epoch \( t \). The decision rule at decision epoch \( t \) may depend on all available information in the system at that decision epoch. This means that the policy at time point \( T \) can depend on all previous states, actions, and rewards from \( t = 1, 2, \ldots T-1 \). We denote a realisation of such a history by

\[
\mathcal{H}_t \triangleq (S_1, A_1, R_1, \ldots, S_{t-1}, A_{t-1}, R_{t-1}, S_t).
\]  

(2.7)

The decision rule for decision epoch \( t \) can be seen as a function that contains the probability of an action to be taken given the history \( \mathcal{H}_t \) and current state \( S_t \), i.e.,

\[
\pi_t(\mathcal{H}_t) = \mathbb{P}(A_t = a \mid \mathcal{H}_t) \quad \text{for all} \quad a \in \mathcal{A}.
\]  

(2.8)

A policy is said to be memoryless if the decision rule at time point \( t \) only depends on the current state \( S_t \) and not on the history \( \mathcal{H}_t \). If a policy is independent of the decision epoch \( t \) the decision policy is called stationary. If this decision rule yields an action with probability one for every state, the policy is said to be deterministic. We denote a memoryless and deterministic policy by \( \mu \). This policy \( \mu \) is thus a function mapping each state \( S \in \mathcal{S} \) and decision epoch \( t = 1, \ldots, T \) to an action \( A \in \mathcal{A} \), this can be formulated as \( A_t = \mu_t(S_t) \).

Just as with the bandit problem we want to compare a policy, or algorithm, with the optimal algorithm. To compare a policy with the optimal policy we use the concept of regret. To define the regret for a MDP algorithm we have to look beyond the immediate reward, and this differs from the bandit problem. We first introduce the value function. The value function assigns a value to a state–action pair while taking the future of the system into account. For a MDP \( M \) and policy \( \mu \) with finite horizon \( T \) we define the value function at step \( t \) by

\[
V^M_{\mu_T}(s) \triangleq \mathbb{E}^M_{\mu} \left[ \sum_{j=t}^{T-1} \tilde{r}(S_j, \mu(S_j)) \mid S_t = s \right] + R_T(S_T).
\]  

(2.9)

Here \( \tilde{r}(s, a) = \mathbb{E}[R \mid R \sim R^M(s, a)] \). This expectation indicates that the state \( S_t = s \) and the actions for the entire finite time horizon are picked according to the policy \( \mu \). This gives the estimated total cumulative reward of policy \( \mu \).
A iterative form that only depends on the value function at the next time step is given by

\[
V_{\mu}^M(s) = \sum_{s' \in S} P^M_{s,s',\mu(s)} [E(R^M(s,\mu(s))) + V_{\mu}^M(s')].
\] (2.10)

The value function determines whether a policy \( \mu \) is optimal for the MDP \( M \). The policy \( \mu^* \) is optimal if \( \mu^* = \arg \max_{\mu} V_{\mu}^M(s) \) for all \( s \in S \) and \( t = 1, \ldots, T \). We will denote by \( \mu^* \) the policy that is optimal for \( M \). This value function and the maximum arguments are also referred to as the Bellman equations or optimality equations.

Now that we have defined the optimal policy and the value function, we can define the regret. Similar to the bandit case we compare the algorithm for a MDP with the optimal algorithm \( \mu^* \). We define the regret incurred by a policy \( \mu \) up to time \( T \) to be

\[
\text{Regret}(T, \mu, M) \triangleq \sum_{k=1}^{T} \Delta_k = \sum_{k=1}^{T} \left( V_{\mu^*}^M(s_k) - V_{\mu}^M(s_k) \right).
\] (2.11)

Here \( \Delta_k \) denotes the immediate regret over the \( k \)-th time step. This \( \Delta_k = V_{\mu^*}^M(s_k) - V_{\mu}^M(s_k) \) is defined with respect to the MDP \( M \) and gives the difference between the current policy and the optimal policy.

This regret in (2.11) is complicated compared to the regret of the bandit problem in (2.1). This is due to the facts that the bandit problem only considers the immediate reward and thus there is no influence from the action on the dynamics of the system.

Example:

In Figure 2.5 we sketch a shop that can be modelled using a MDP. Imagine that you are a burglar breaking into a shop. Now this specific shop has a 4x3 layout, and we can model every square in this layout as a state. The action you take determines the direction you walk towards. This illustrates that there is a different transition matrix for every action. You start in the starting state and can take the action walk left for an immediate reward of 1. The objective however is to optimize the cumulative reward and if you take a look at the general layout of the shop it is clear that this is not the optimal strategy. The optimal course would be to take a walk in the shop, here the cost of the walk is modelled with a negative reward of -0.1 for every time step, to ultimately find the location with the 10 euro. However there is also the risk of getting caught which is modelled here with a negative reward of -10. If the entire shop is known, including transition matrices and rewards, the burglar is able to determine the optimal strategy. A method to calculate this optimal strategy will be demonstrated in the next section. The difficulty comes when the environment is not known a priori and you have to explore the environment. Here the trade off between exploration and exploitation comes into play. For example if you do not allow for exploration, an algorithm will be short sighted and will always pick the option walk left for an immediate reward of 1.

2.4.3 Finding the optimal policy

To find the optimal policy for the Markov tuple \( M \) there are several methods including value iteration and policy iteration. For solving a finite-horizon discrete MDP one efficient method is backward induction, that is synonymous to dynamic programming. In literature however, the expression dynamic programming often refers to all methods for solving sequential decision processes. Another option to find the optimal policy, and for a stochastic problem the only option, would be to enumerate and evaluate all policies. Enumerating all policies is a computational demanding option.

We now present the backward induction algorithm that can be used to find the optimal policy in finite-horizon discrete MDPs. The backward induction algorithm is described in Algorithm 1. This algorithm uses the value function to determine the optimal policy and does this, as the name suggest, starting at the end of the time horizon \( t = T \) and then works backwards to the starting time point \( t = 1 \). We assume here that the entire Markov tuple \( M \) is known. In this algorithm we utilise that the value function only depends on the current state and is deterministic. Here it is assumed that the MDP has an immediate reward for ending in a certain state hence the notation \( R_T(s) \), if there is no such structure you can set the value function \( V_T^* \) to be 0 for all states. The backward induction algorithm then computes the value function for each previous epoch using the value function for each next epoch. The calculation
is iterated until the start of the horizon. After \( T - 1 \) iterations the optimal policy is found for every state at every decision epoch.

### Algorithm 1: Backward induction

**Input**: Markov tuple \( M \), walk length \( T 
**Output**: Optimal policy \( \mu^*_t(S_t = s, t) \) for all \( s \in S \)

1. Set \( V_t(s) = R_t(s) \) for all \( s \in S \)
2. for \( t = T - 1, \ldots, 1 \) do
3. for \( s \in S \) do
4. \[ V_t(s) = \max_{a \in A} \left\{ \mathbb{E}[R_t(S_t = s, A_t = a)] + \sum_{j \in S} \mathbb{P}_t(S_{t+1} = j \mid S_t = s, A_t = a)V_{t+1}(j) \right\} \]
5. \[ \mu^*_t(S_t = s, t) = \arg\max_{a \in A} \left\{ \mathbb{E}[R_t(S_t = s, A_t = a)] + \sum_{j \in S} \mathbb{P}_t(S_{t+1} = j \mid S_t = s, A_t = a)V_{t+1}(j) \right\} \]
6. end
7. end

The backward induction algorithm is a general algorithm where the reward and transition probabilities could be depended on the decision epoch. If the rewards and transition probabilities are homogeneous the resulting optimal policy depends only on the current state and is independent of the time instance, this results in a deterministic policy.

### 2.5 | Reinforcement Learning on a MDP

Recall that in RL the environment is unknown and has to be estimated by the agent. In this Section we consider the environment, so the reward \( R^M \) and transition probabilities \( P^M \) to be unknown to the agent. Before we introduce the learning algorithms, we will first expand the definition of an MDP to include episodes. A finite horizon MDP \( M^* = (S, A, R^M, P^M, H, \rho) \) is defined as above but every \( H \) time steps the state will reset according to the initial distribution \( \rho \). \( H \) is called the horizon of the MDP. The agent will interact repeatedly with the environment over \( H \) time steps which we call an episode.

We introduce the Q-value function, which takes these episodes into account. The policy \( \mu \) is a mapping from state \( s \in S \) and period \( h = 1, \ldots, H \) to action \( a \in A \). The value function for each period \( h \) is

\[
Q^*_h(s, a) \triangleq \mathbb{E}_{M^* \mu} \left[ \sum_{j=h}^{H} R^M(s_j, a_j) \mid s_h = s, a_h = a \right].
\] (2.12)

Here the expectation parameter implies that the actions are chosen according to the policy \( \mu \). From
this the value function because \( V^M_{\mu, h}(s) \equiv Q^M_{\mu, h}(s, \mu(s, h)) \). The regret of an algorithm is still as in (2.11) but with the value function for episodes.

Here we also denote the policy \( \mu^M \) to be the optimal policy for the MDP \( M \). This means that \( \mu^M = \arg\max_{\mu} V^M_{\mu, h}(s) \) for all \( s \in S \) and \( h = 1, \ldots, H \). Now that we defined episodes we will introduce two model-based algorithm classes.

### 2.5.1 Optimism in the Face of Uncertainty

Various reinforcement learning algorithms, such as UCRL2 [34] and REGAL [35] learn the parameters of MDPs using the Optimism in the Face of Uncertainty (OFU) principle. This principle has driven the progress in the field of reinforcement learning. The approach is driven by assigning an optimistic bonus to poorly understood states and actions similar to the UCB for the bandit problem. This is done to stimulate exploration in a reinforcement learning algorithm. The agent selects the actions with respect to this optimistic model of the environment. When the agent resolves its uncertainty by having executed a state action pair a sufficient number of times, the effect of this optimistic approach is reduced and the behaviour of the agent approaches the optimal behaviour. The optimistic principle is to [36]: "Select the policy which would obtain the best possible rewards in the best plausible environment." In Figure 2.6 we illustrate the OFU principle. To find the optimal strategy we estimate the unknown model parameters \( \hat{P}^M \) and \( \hat{R}^M \). On both these estimates we can formally define a "confidence ball", the set that describes this confidence ball for the reward is denoted by \( R \). For the transition tensor this set is denoted \( P \). The function that generates these confidence sets we skip here for not overly complicating our exposition. When episodes pass, these confidence balls shrink and with that the set of possible parameters. If we are able to guarantee that the confidence set contains the real parameter the estimates become more accurate over time. Such an optimistic model-based RL algorithm is illustrated in Algorithm 2. The key step in this algorithm is the way you generate the confidence set (line 2 in Algorithm 2) and execute the optimistic planning (line 3 in Algorithm 2). The confidence sets have to contain the true MDP with high probability and also concentrate to a smaller set as fast as possible given the data. Next to the generation of the confidence set another key part of this algorithm is to plan optimistic over all policies \( \mu \) and all MDPs \( M \in \mathcal{M}_k \). A good approach to do this is extended value iteration[37], it presents a natural approach to optimistic planning. The algorithm uses \( \hat{R}^M_k(s, a, h) \in \mathcal{R}_k(s, a, h) \) for each \( (s, a, h) \). The question is how to assign optimistic transitions \( \hat{P}^M_k(s, a, h) \in \mathcal{P}_k(s, a, h) \). Extended value iteration has shown to do this with the increase of computational cost by a factor of \( |S| = n \) compared to solving a single MDP [34].

The main reason these types of algorithms are researched is that the there are regret bounds for these kind of learning algorithm. The key difficulty in bounding this regret is that this regret depends on the value of the optimal policy \( V^M_{\mu^M, h} \). This value is unknown to the learning algorithm at the start. For example, Upper Confidence for Reinforcement Learning (UCRL) generates confidence sets for both reward and transition independently and takes the set \( \mathcal{M}_k \) to be the set of all MDPs whose rewards and transitions lie within these confidence sets. The empirical mean will be a reasonable approximation to the unknown means of both the transition and reward. It has been proven that the true MDP will lie within the confidence sets \( \mathcal{M}_k \) for all episodes \( k \) [36]. This makes UCRL a algorithm which produces efficient confidence sets. As a result of those efficient confidence sets, which contain the real MDP, UCRL will converge to the optimal policy.
2.5.2 | Posterior Sampling for Reinforcement Learning

Besides UCRL, which can be compared to the UCB bandit algorithm, there is also an algorithm with a similar structure as the Thompson sampling approach for bandits. This algorithm learns the MDP using posterior or Thompson sampling and was originally proposed in [38] as Bayesian Dynamic Programming. It was later renamed to Posterior Sampling for Reinforcement Learning (PSRL) and proven to be an efficient algorithm in [39]. A general overview of the PSRL algorithm can be found in Algorithm 3.

PSRL maintains a prior distribution on the set of MDPs $\mathcal{M}$. This contains the reward distribution (on $|\mathcal{S}|.|\mathcal{A}|$ variables) and the transition probability (on $|\mathcal{S}|^2.|\mathcal{A}|$ variables).

**Algorithm 2: Optimistic model-based RL**

<table>
<thead>
<tr>
<th>Input: Confidence set generator for MDPs $\Phi$</th>
</tr>
</thead>
<tbody>
<tr>
<td>for episode $k = 1, 2, \ldots$ do</td>
</tr>
<tr>
<td>form confidence set $\mathcal{M}_k \sim \Phi(\cdot</td>
</tr>
<tr>
<td>compute $\mu_k \in \arg\max_{\mu, M \in \mathcal{M}_k} V^M$</td>
</tr>
<tr>
<td>for time $h = 1, 2, \ldots, H$ do</td>
</tr>
<tr>
<td>take action $a_{kh} = \mu_k(s_{kh}, h)$</td>
</tr>
<tr>
<td>observe $r_{kh}$ and $s_{kh+1}$</td>
</tr>
<tr>
<td>update $\mathcal{H}<em>{kh} = \mathcal{H}</em>{kh} \cup (a_{kh}, r_{kh}, s_{kh+1})$</td>
</tr>
<tr>
<td>end</td>
</tr>
<tr>
<td>end</td>
</tr>
</tbody>
</table>

**Algorithm 3: Posterior Sampling for Reinforcement Learning (PSRL)**

<table>
<thead>
<tr>
<th>Input: prior distribution $\phi$, episode length $H$</th>
</tr>
</thead>
<tbody>
<tr>
<td>for episode $k = 1, 2, \ldots$ do</td>
</tr>
<tr>
<td>sample MDP $\mathcal{M}_k \sim \phi(\cdot</td>
</tr>
<tr>
<td>compute $\mu_k \in \arg\max_{\mu, M \in \mathcal{M}_k} V^M$</td>
</tr>
<tr>
<td>for time $h = 1, 2, \ldots, H$ do</td>
</tr>
<tr>
<td>take action $a_{kh} = \mu_k(s_{kh}, h)$</td>
</tr>
<tr>
<td>observe $r_{kh}$ and $s_{kh+1}$</td>
</tr>
<tr>
<td>update $\mathcal{H}<em>{kh} = \mathcal{H}</em>{kh} \cup (a_{kh}, r_{kh}, s_{kh+1})$</td>
</tr>
<tr>
<td>end</td>
</tr>
<tr>
<td>end</td>
</tr>
</tbody>
</table>

At the beginning of each episode a MDP is sampled from the posterior distribution using the history. After that a set of optimal policies is found using backward induction, since at this point $P^k$ and $R^k$ are considered known we can use backward induction. The agent picks one of those optimal policies and executes that policy for the duration of that episode. Afterwards the witnessed rewards and transitions are used to update the history and this process is repeated for the next episode.

2.6 | Brief summary

We have introduced RL and gave an overview of 2 models: a bandit problem and a MDP. For the bandit problem we described three types of algorithms to find a policy: $\epsilon$-greedy, UCB, and TS.

For RL on MDPs we have shown two types of algorithms: OFU–RL algorithms and PSRL. The main difference between these two algorithms is that the OFU based algorithms use a confidence set generator and then find the best possible model in this confidence set and find the policy on this model. The difficulty lies in ensuring that the confidence set contains the true MDP while also shrinking the confidence set over time so that as time progresses you converge to the true model. In PSRL we use the prior distribution to generate a single MDP and solve for this single MDP. If this prior distribution is an estimator for the true MDP, when time progresses we converge to the true MDP and therefore the optimal policy.
3

Clustering on Block Markov Chains

This Chapter investigates the inspiration behind this thesis; a paper called *Clustering in block Markov chains* [17]. The objective in [17] is to cluster states by using a single realisation of a Block Markov Chain walk. In a Block Markov Chain the clusters are determined by the transition probabilities of the states. Clustering is the assignment of every state to a cluster. First they introduce the Block Markov Chain framework and describe general properties that must be met for clustering to be possible in Block Markov Chains. Finally they introduce an algorithm that is able to cluster the states using a single trajectory. In this chapter we will briefly highlight the key foundations of the paper [17] for this thesis and report further research on the clustering algorithm.

In Section 3.1 the motivation and theory behind clustering on a Block Markov Chain trajectory will be described. This section concludes with two algorithms that can cluster states using just a single trajectory. Next, in Section 3.2, the Block Markov Chain simulator created for this thesis project will be described. This Chapter concludes with several Sections containing new insights into clustering in Block Markov Chains. In Section 3.3 a numerical analysis of the number of improvement steps is performed. In Section 3.4 the performance of the clustering algorithm is investigated on the set of possible BMC parameters. In Section 3.5 the difference in stochastic properties of two different stochastic processes is analysed; a process whose dynamics are generated by a pure Block Markov transition matrix and a process spawned by mixed Block Markov transition matrices. Finally, Section 3.6 compares the performance of the clustering algorithm on the mixed Block Markov chain to the performance on the pure Block Markov chain.

3.1 | Clustering on a Block Markov Chain trajectory

We now describe the work of [17]. We do this by first introducing the problem, the model definition of a Block Markov Chain (BMC), and general clustering results. After we introduce the key concepts the two algorithms found in [17] are explained in more detail. In this Chapter we use a different notation for various parameters compared to the original paper. We do this so that the notation used in this chapter does not interfere with the notation of the MDP theory. Our aim is to combine these two methodologies; see Chapter 4.

3.1.1 | Background

The goal of the paper [17] is to determine whether we can obtain the hidden cluster structure from a single observed state trajectory of length $T + 1$. Such a trajectory or walk is illustrated in Figure 3.1. At every time instance the current state is denoted by $S_t$ and the next state $S_{t+1}$ is determined by transition matrix. The first objective of the paper is to obtain requirements on the problem parameters and minimum length $T$ of the trajectory that makes clustering possible. The second objective was to create a clustering algorithm that reach the fundamental detectability limits. In [17] it is shown that when the number of possible states $n$ tends to infinity the trajectory length has to be at least $n \log n$ for the clustering to be exact. For accurate clustering the trajectory has to be of length $n$. The definitions of accurate and exact will follow later on in this section.
The objective of [17] is to infer the hidden cluster structure of the Markov chain from a single sample path $S_0, S_1, \ldots, S_T$.

Figure 3.1: The objective of [17] is to infer the hidden cluster structure of the Markov chain from a single sample path $S_0, S_1, \ldots, S_T$. Image courtesy of [40].

The BMC

Obtaining the cluster structure turned out to be possible because the trajectory is generated by a Markov chain with a specific structure; specifically a BMC. A BMC is a Markov chain characterized by a block structure in its transition matrix. These blocks determine the clusters that have to be found by an algorithm. All states in the same block (cluster) have similar transition probabilities.

We now define the block Markov transition matrix and the dynamics of the BMC, which together allows us to generate a sample path as shown in Figure 3.1. We assume we have $n$ states and denote the state space by $S = \{1, \ldots, n\}$. We assume there are $K$ clusters and denote the cluster space by $C = \{1, \ldots, K\}$. A cluster is a collection of states and no state can be in more than one cluster. By $\sigma(i) \in C$ we denote the cluster of the state $i$. The size of cluster $k$, i.e., the number of states in that particular cluster, is $|C_k|$ for all $k \in C$. We define $p_{k_1, k_2}$ for $k_1, k_2 \in C$ as the intercluster transition probability between clusters $k_1$ and $k_2$.

We now define the probability of going to a next state $S_{t+1}$, given the current state $S_t$ for all states in the set $S$. We capture these dynamics in the transition matrix $P$. All entries of this matrix are determined by the probability to go from a state $x$ to state $y$ by [17]

$$P_{x,y} \triangleq \mathbb{P}(S_{t+1} = y \mid S_t = x) = \frac{P_{\sigma(x), \sigma(y)}}{|C_{\sigma(y)}| - 1(\sigma(x) = \sigma(y))} 1(x \neq y) \quad \text{for all } x, y \in S. \quad (3.1)$$

Here $1$ denotes the indicator function. To illustrate how the transition matrix looks like, a generic transition matrix for $K$ clusters is displayed in (3.2). Here all rows and columns are ordered so that all the states belonging to the same cluster are displayed next to one another. The width of the first block is $|C_1|$ elements, the width of the second block is $|C_2|$ elements and so on up to the $K$-th block with a width of $|C_K|$ elements. Note that the transition matrix has several blocks in it, hence the name BMC.
3. Clustering on a Block Markov Chain Trajectory

Figure 3.2: Illustration of a BMC with $K = 2$ clusters. When the Markov chain is at a state $S_t \in \mathcal{C}_1$, the next state will be in $\mathcal{C}_2$ with probability $p_{1,2}$ and it will jump to another state in $\mathcal{C}_1$ with probability $1 - p_{1,2}$. Figure adjusted from [17].

**Fundamental detectability limit** Recall that the objective of [17] is to accurately detect the clusters and to determine what the required trajectory length is to achieve accurate detection. Suppose the output of some clustering algorithm are estimated cluster assignments $\hat{C}_i$ for $i = 1, ..., K$. We define $\mathcal{E}$ as the set of misclassified states, by

$$\mathcal{E} = \bigcup_{k=1}^{K} \hat{C}_{\gamma^{opt} \in Perm(K)} \backslash C_k$$

where $\gamma^{opt} = \arg \min_{\gamma \in Perm(K)} \left| \bigcup_{k=1}^{K} \hat{C}_{\gamma(k)} \backslash C_k \right|$. (3.3)
We now use this set of misclassified states to define two measures of detection performance of any clustering algorithm. If we talk about exact detection of the clusters (exact recovery) we imply that the number of misclassified states $|\mathcal{E}|$ tends to zero. If we talk about accurate detection we imply that the fraction of misclassified states $|\mathcal{E}|/n$ tends to zero.

In [40] the analysis is done for the number of states tending to infinity, $n \to \infty$, this is called asymptotically. They find conditions that have to be met so that there may exist a clustering algorithm that achieves asymptotically accurate $(|\mathcal{E}|/n \to 0)$ or exact $(|\mathcal{E}| \to 0)$ detection.

The approach of [17] is to bound the number of misclassified states and the statements in [17] do just that. The main theorem that lower bounds the size of $\mathcal{E}$ holds for any clustering algorithm. We reproduce [17, Theorem 1] here:

**Theorem 3** (Sanders, Proutière, Yun, 2018). Assume that $T = o(n)$. Then there exists a strictly positive and finite constant $C$ independent of $n$ such that for any clustering algorithm

$$
\mathbb{E}[|\mathcal{E}|] \geq Cn \exp\left(-I(\alpha, p)^T n (1 + o(1))\right).
$$

In Theorem 3 the information quantity $I(\alpha, p)$ is defined as

$$
I(\alpha, p) \triangleq \min_{a \neq b} \sum_{k=1}^{K} \left( \pi_a p_{a,k} \ln \frac{p_{a,k}}{p_{b,k}} + \pi_k p_{k,a} \ln \frac{p_{k,a}}{p_{k,b}} \pi_b - \pi_a \right).
$$

Here $\alpha$ denotes the vector of fraction of states that belong to every cluster and the matrix $p$ contains the intercluster transition probabilities. Furthermore the vector $\pi$ contains the equilibrium probability of a cluster. In particular $\pi$ is the solution to the equation $\pi^T p = \pi^T$.

Theorem 3 depends on an information quantity $I(\alpha, p) \geq 0$ that measures how difficult it is to cluster in a BMC. The exact mathematical conditions of asymptotically accurately, $\mathbb{E}[|\mathcal{E}|] = o(n)$, and asymptotically exact, $\mathbb{E}[|\mathcal{E}|] = o(1)$, are derived from this bound. The bound also provides the necessary conditions for a clustering algorithm to be asymptotically exact or accurate. The necessary conditions for the existence of an algorithm that has asymptotically accurate detection are $I(\alpha, p) > 0$ and $T = o(n)$. The necessary conditions for the existence of an asymptotically exact algorithm are $I(\alpha, p) > 0$ and $n \log n / I(\alpha, p) = o(1)$. This implies that $T$ has to be at least the order of $n \log n$. Based on these definitions we define three regimes for the trajectory length. The sparse regime is defined as $n < T < n \log n$, here there may exist an algorithm with asymptotically accurate detection. The critical regime is defined as $T = o(n \log n)$. To recap the necessary conditions with this regimes: if we are in the sparse regime, $T = o(n)$ and $I(\alpha, p) > 0$, then asymptotically accurate detection is possible, if we are in the dense regime, $T = o(n \log n)$, and $I(\alpha, p) > 0$, then asymptotically exact detection is possible.

**Critical regime** We are now going to look at what the conditions on $I(\alpha, p)$ are for asymptotically exact detection in the critical regime. We set the trajectory length $T = n \log n$. For asymptotically exact detection we require the right-hand side of Theorem 3 to satisfy

$$
\lim_{n \to \infty} C \exp((1 - (1 + o(1))I(\alpha, p)) \log n) = 0.
$$

This leads to a condition on $I(\alpha, p)$ in order for some clustering algorithm, able to do exact recovery, to exist. Specifically, (3.5) tends to zero if $I(\alpha, p) > 1$. We can thus find a region for which asymptotic exact recovery in the critical regime is possible by analysing the function $I(\alpha, p)$. We will call this region the feasibility region $\mathcal{F}$ and define it as

$$
\mathcal{F} \triangleq \{(\alpha, p) \mid I(\alpha, p) > 1\}.
$$

To illustrate the feasibility region we study the case of two clusters. We study the set of parameters $(\alpha, p)$ for which $I(\alpha, p) \geq 1$. In Figure 3.3 the feasibility region is plotted for the case of $K = 2$ clusters with $\alpha_2 = 0.25$ (left) and $\alpha_2 = 0.5$ (right). Recall that $\alpha_2$ is the fraction of states in cluster two. The plot in Figure 3.3 is made for all parameters $(p_{12}, p_{21}) \in (0, 1)^2$. The feasibility region is shown in green.
Figure 3.3: Feasibility region $\mathcal{F}$ where asymptotically exact recovery by some clustering algorithm may be possible, given that there are $K = 2$ clusters. The relative cluster sizes 1 and 2 are $\alpha_2 = 0.25, \alpha_1 = 0.75 = 1 - \alpha_2$ (left) and on the right $\alpha_2 = \alpha_1 = 0.5$.

We have now described the foundations of clustering in Block Markov Chains, and we briefly explained the reasoning behind it and what the conditions are for a clustering algorithm to potentially exist. In [40] an algorithm is also developed that meets this lower bound on the number of misclassified states up to a constant. We will now briefly explain this algorithm.

### 3.1.2 Algorithms

The approach used by [40] is an algorithm that consists of two steps. The two steps can be formulated as two individual algorithms: the Spectral Clustering Algorithm (SCA) and the Cluster Improvement Algorithm (CIA). The full two-step approach from [40] will be referred to as the CA. The first step, the CIA, is ran only once. The second step, the CIA, is an update step and can be ran multiple times to likely converge to a better cluster assignment. The CA has as input the number of clusters $K$, the number of states $n$, and the trajectory $S_0, \ldots, S_T$. Based on this input all states $\{1, \ldots, n\}$ will be placed into one of the $K$ clusters. All states assigned to cluster 1 will be denoted by $\hat{C}_1$, all state assigned to cluster 2 by $\hat{C}_2$, and so on.

The pseudo-code for the SCA can be found in Algorithm 4. The aim of the SCA is to provide a good first estimate on the cluster assignment. The SCA computes the cluster assignment by computing the number of state transitions $\hat{N}_{xy} \triangleq \sum_{t=0}^{T-1} 1[S_t = x, S_{t+1} = y]$ from all states $x \in S$ to each state $y \in S$. From the $\hat{N}$ matrix a rank-$K$ approximation is made by using the basis vectors of the Singular Value Decomposition (SVD). Using this rank-$K$ approximation a $K$-means clustering algorithm is applied. This $K$-means algorithm yields the cluster assignment.

**Algorithm 4:** Pseudo-code for Spectral Clustering Algorithm

| Input | A trajectory $S_0, S_1, \ldots, S_T$, the number of states $n$, the number of clusters $K$ |
| Output | A cluster assignment $\hat{C}_1, \ldots, \hat{C}_K$ and matrix $\hat{N}$ |

1. for $x \leftarrow 1$ to $n$ do
2.   for $y \leftarrow 1$ to $n$ do
3.     $\hat{N}_{xy} \leftarrow \sum_{t=0}^{T-1} 1[S_t = x, S_{t+1} = y]$  
4.   end
5. end
6. Calculate the singular value decomposition, $U \Sigma V^T$, of $\hat{N}$
7. Order $U$, $\Sigma$, $V$ based on singular values $\sigma_1 \geq \sigma_2 \geq \cdots \geq \sigma_n \geq 0$
8. Construct a rank-$K$ approximation $\hat{R} = \sum_{k=1}^{K} \sigma_k U_k V_k^T$
9. Apply a $K$-means algorithm to $\hat{R}$ to determine cluster assignment $\hat{C}_1, \ldots, \hat{C}_K$

The SCA alone is capable of achieving asymptotically accurate detection whenever this is possible.
at all. This can be seen from [17, Theorem 2] which we reproduce here:

**Theorem 4** (Sanders, Proutière, Yun, 2018). Assume that $T = \omega(n)$ and $I(\alpha, p) > 0$. Then the proportion of misclassified states after the Spectral Clustering Algorithm satisfies:

$$\frac{|\mathcal{E}|}{n} = \Theta \left( \frac{n \ln T}{n} \right) = o(1).$$

However, this theorem fails at ensuring exact detection, even in the dense regime. To make exact detection possible the second step of the clustering algorithm is needed.

The second step improves a current cluster assignment. The pseudo-code of the CIA can be found in Algorithm 5. The improvement of the cluster assignment is done by maximizing a likelihood ratio and placing each state in the cluster that best describes the sample path given our current belief of the BMC parameters. The log likelihood ratio is a combination of estimated parameters from the BMC, i.e., the estimated intercluster probabilities and the estimated probability of a state to be in a cluster. The likelihood function can be found in line 9 of Algorithm 5. In the CIA we use the estimated a sum of (a part) of the estimated transition matrix $\hat{N}$, we define $\hat{N}_{A,B} = \sum_{\alpha \in A} \sum_{\beta \in B} \hat{N}_{\alpha,\beta}$. Here $A$ and $B$ are subsets of $\mathcal{C} = \{1, ..., n\}$ that spawns the full dimension of $\hat{N}$.

**Algorithm 5: Pseudo-code for Cluster Improvement Algorithm**

```
Input : A cluster assignment $\hat{c}_1^{[h]}, ..., \hat{c}_K^{[h]}$, and $\hat{N}$
Output: An updated cluster assignment $\hat{c}_1^{[h+1]}, ..., \hat{c}_K^{[h+1]}$
1 $n \leftarrow \dim(\hat{N})$, $C \leftarrow \{1, ..., n\}$, $T \leftarrow \sum_{x,y} \hat{N}_{x,y}$
2 for $a \leftarrow 1$ to $K$ do
3     $\hat{p}_a \leftarrow \hat{N}_{c_a^{[h]}, c_a^{[h]}} / T$, $\hat{a}_a \leftarrow |\hat{c}_a^{[h]}| / n$, $\hat{c}_a^{[h+1]} \leftarrow \emptyset$
4     for $b \leftarrow 1$ to $K$ do
5         $\hat{p}_{a,b} \leftarrow \hat{N}_{c_a^{[h]}, c_b^{[h]}} / \hat{N}_{c_b^{[h]}, c_b^{[h]}}$
6     end
7 end
8 for $s \leftarrow 1$ to $n$ do
9     $c_s^{opt} \leftarrow \arg\max_{c=1,...,K} \left( \sum_{k=1}^K (\hat{N}_{c_k^{[h]}, c_k^{[h]}} \ln \hat{p}_{c,k} + \hat{N}_{c_k^{[h]}, c_k^{[h]}} \ln \hat{p}_{c,k} / \hat{a}_c) - \frac{T \hat{p}_c}{n \hat{a}_c}\right)$
10    $\hat{c}_s^{[h+1]} \leftarrow \hat{c}_s^{[h+1]} U \{s\}$
11 end
```

The CIA is proven to let the number of misclassified states tend to zero when the number of times the CIA is ran $h$, together with the number of states $n$, tend to $\infty$. For this to be possible the initial cluster assignment must be close enough to the true underlying cluster assignment. It turns out that the SCA algorithm gives a sufficiently accurate initial cluster assignment. When the CIA is initiated with the SCA, the CA allows for asymptotically exact recovery in the dense regime. This is shown by [17, Theorem 3] which we reproduce here:

**Theorem 5** (Sanders, Proutière, Yun, 2018). Assume that $T = \omega(n)$ and $I(\alpha, p) > 0$. Then there exists a constant $C > 0$ such that for any $h \geq 1$, after $h$ iterations of the Clustering Improvement Algorithm, initially applied to the output of the Spectral Clustering Algorithm, we have:

$$\frac{|\mathcal{E}[h]|}{n} = \Theta \left( e^{-h(\ln T - \ln \ln T / n)} + e^{-C T (\ln(\alpha, p))} \right).$$

If the number of times the CIA step is ran is $h = \ln n$, the number of misclassified states tends to the fundamental recovery limit of Theorem 3 up to the constant $C$. The number of improvement steps in the range of $\ln n$ hence appears to be a good guideline for the number of times the improvement step has to be run in a general setting. All in all, the combination of these two algorithms ensures an algorithm that is able to asymptotically (as $n \to \infty$) recover the clusters exactly.
3.2 | BMC simulator

One of the thesis project goals is to implement a Block Markov Chain simulator that includes the two-stage spectral clustering algorithm of [40]. This simulator is build to evaluate and do extensive testing on the CA. At first we implemented our BMC simulator’s basic functions in both Matlab and Python. But as this project progressed solely the Python implementation was developed further. The Python implementation was inspired from the tabulaRL environment1. The simulator is build upon two classes: an environment class and an agent class. Additionally we created various functions to analyse the performance of the various experiments.

3.2.1 | Environment Class

The environment class contains the dynamics of the Block Markov Chain and is the basis of the trajectory generation. By default the class only stores the current state and the current time step. Depending on the options provided when initialising the class the total state trajectory up to that time step is stored. This class has 3 callable functions; the initialise function, the advance function and the reset function.

- The initialise function creates the environment. The input of this function is the transition matrix. Furthermore there are extra arguments to store the total trajectory and to set the initial state of the walk. After storing the transition matrix and setting the current time step to zero, this function will set the current state to either the input state, or a uniformly at random selected state.
- The advance function lets the walk advance one step. It moves the current state to the next state, and the current time step is raised by one.
- The reset function maintains the transition dynamics but resets the time step to zero and the current state to the initially started at state or an uniform random selected state.

Besides to the the environment class there are some supporting functions to help generate the input for this class. For example, we have a function that generates transition matrices based on the number of states per cluster and the intercluster transition probabilities.

3.2.2 | Agent Class

The Agent class contains the agent for the BMC simulator. The agent stores the state trajectory and contains the implementation of the SCA and the CIA. The agent class has two callable functions: the initialise function and the update function.

- The initialise function creates the agent. The input of this function are the trajectory length, the number of clusters, the number of states, and the number of times CIA has to be run.
- The update function. The input of the update function are the new state that has to be added to the trajectory and the current time step. If the current time step is equal to the clustering length the agent will run the clustering algorithm on the stored trajectory. It runs the clustering algorithm with the parameters given to the agent by initialisation. The cluster assignment per state will be stored by the agent.

3.2.3 | Utility functions

Besides these two classes, some utility functions are implemented to test and validate the performance. For example, these include a function to generate the feasibility region and a function to calculate the set of misclassified states based on input of the environment and the cluster assignment of the agent. This category also includes the functions that will show up in the following sections where experimental results are discussed.

3.3 | Number of improvement steps

The fundamental recovery limit in Theorem 3 in combination with the performance of the CIA in Theorem 5 suggest that the number of times the improvement step has to be run on the order of $\sim \ln n$. In the numerical results in [40] it is not immediately clear that this is actually necessary. In all simulations there is no clear sign of improvement after the third improvement step. We will investigate the necessary number of improvement steps in this section. This is a question that was raised by referees during the review process of [40]. Besides investigating this scientific question, if we can conclude that a smaller number of improvement steps is required for identical performance, the computational cost

---

1https://github.com/iosband/TabulaRL
of the CA is reduced. The improvement step, the CIA, is namely the computational heaviest part of the CA.

In this section we will show that indeed a number of improvement steps \( h \) in the order of \( h \sim \ln n \) is required number of improvement steps for exact recovery if we are in the critical regime. We investigate general convergence but also investigate the convergence to an accurate assignment, when the accuracy \( \nu > 0.95 \). When the trajectory length increases towards the dense regime, a smaller number of iterations of the CIA are needed to converge towards a cluster assignment for the general trials and the trials that resulted in an accurate assignment.

We test the influence of the number of improvement steps by looking at the estimated cluster assignment after every improvement step. We compare this output with the previous three estimated cluster assignments. If we observe an identical assignment we define that as convergence of the algorithm and set the number of improvement steps for the algorithm to converge to the first time the cluster assignment was found. We look at the previous three estimates because empirically we observed that a cluster assignment sometimes convergence in the sense that it alternates between two different assignments or in a minor amount of cases a rotation of three different assignments. By only looking at the previous three assignments we neglect all cycles larger than three but we assume that this portion is neglectable.

For this experiment we use the same transition matrix and cluster sizes as in the numerical experiment of section 4.1 of the original paper by [40]. We have \( n = 300 \) states grouped into three clusters of sizes \( |\mathcal{C}_1| = 48 \), \( |\mathcal{C}_2| = 93 \) and \( |\mathcal{C}_3| = 159 \). The intercluster transition probabilities are defined by \( p = (0.9200, 0.0450, 0.0350; 0.0125, 0.8975, 0.0900; 0.0175, 0.0200, 0.9625) \). For this number of states the expected number of improvement steps is \( \ln n = \ln 300 \approx 5.7 \). First we will investigate the critical trajectory length of \( T = n \ln n \approx 1711 \). We run the clustering algorithm on a thousand different trajectories (trials) generated by this BMC with a maximum of ten improvement steps. The histogram of the number of improvement steps where the cluster assignment converges is shown in Figure 3.4 in blue. Observe that for a relevant portion of the trials the algorithm does not converge to a cluster assignment, indicated by the histogram at the number of improvement steps of fifteen. On top of that, we also have to remark that convergence does not necessarily mean that the found cluster assignment is exact or accurate. By looking at the observed data we empirically noticed that if the assignment from the first spectral step, the SCA, is not accurate enough the algorithm sometimes converges to a cluster assignment that is not accurate, i.e. an accuracy \( \nu < 0.95 \).

If the trial resulted in an accurate cluster assignment, i.e., the trials that after ten improvement steps have an accuracy higher than \( \nu = 0.95 \), or equivalently more than 285 states clustered correctly, we highlighted these trials in red in the histogram. We can observe that all of these accurate trials converge within nine improvement steps. However, in a relevant portion of the red trials the algorithm converges before the estimated number of improvement steps.
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**Figure 3.4:** The number of improvement steps that the clustering algorithms needs before the cluster assignment is no longer changed. We have \( n = 300 \) states and the number of expected improvement steps is \( \ln n \approx 5.7 \). The maximum number of improvement steps is 10. For the trials with the bar at 15 no convergence in the cluster assignment is found within 10 improvement steps.
We are now going to investigate how the accurate cluster assignments converge. We just take
the trials that converge to an accurate assignment and plot the average number of correctly classified
states after every improvement step. The dash-dot yellow line in Figure 3.5 demonstrates the average
correctness of the cluster assignment. Next to the average over all trials we also plotted the average
behaviour when a low number of improvement steps ($h < 3$) and a larger number of improvement steps
are needed ($h > 4$). From the difference between those two average curves we conclude that the initial
cluster assignment is critical in the number of improvement steps that are needed to converge to the
final cluster assignment.

We remark that in a real application we would not have the real cluster assignment and therefore
the accuracy would not be available to the agent. However, based on these results, if the clustering
algorithm does not show convergence in the cluster assignment after $\ln n$ improvement steps, we
could, from a practical point of view, wait for a longer period of time before clustering or neglect this
observation in total because we can suspect that the assignment is not accurate.

Now that we have looked at the convergence of the cluster assignment in the critical regime, we will
next take a look at this convergence for larger trajectory lengths. We take the clustering length taken
in the original paper, $T = 1973$ and we will also take a clear example of the dense regime, namely
$T = 3000$. For both situations the histograms can be found in Figure 3.6. If we round the estimated
number of improvement steps $\ln n \approx 5.7 \approx 6$. We can see from Figure 3.6a that for the trials with
a high accuracy all of these trials converged within this estimate. If we take the dense regime from
Figure 3.6b the maximum number of steps is four in the accurate case, but the majority converges
within two improvement steps.

When we compare Figure 3.4 with Figure 3.6 we deduce that the increase in clustering length makes
the spectral step more accurate. This is expected based on Theorem 4. Given that we have a better
initial spectral estimate, the number of improvement steps required for convergence becomes lower.

Based on the trajectories that converge to an accurate cluster assignment, the red histograms in
Figure 3.4 and Figure 3.6, we can conclude that the estimated number of improvement steps in the
range of $\ln n$ is an accurate number when we are in the critical regime. When we increase the
trajectory length into range of the dense regime it appears that a smaller number of improvement steps
is needed for convergence. We remark that while this study is conducted on a single BMC, it is sufficient
to illustrate the statement that there exist a BMC for which in the critical regime the CA requires $\ln n$
number of improvement steps to converge.

### 3.4 Performance Analysis of the CA in the critical regime

The goal of this section is to analyse the performance of the CA [40]. This analysis will be done in
the critical regime for the case of $K = 2$ clusters. Analysing the critical regime gives insight into the
behaviour of the CA when it is most difficult to have exact recovery. Additionally this gives insight into the phase transition \((I(\alpha, p) < 1, I(\alpha, p) > 1)\) that occurs. Consider also that in a combined clustering MDP approach you want to learn the clusters as fast as possible, so \(T\) should be as short as possible to effectively reduce the exploration stage, and leave room for a longer exploitation stage. Thus the objective of this section is to answer the question:

What is the performance of the Clustering Algorithm in the critical regime, and is this performance adequate for implementation in a BMC–MDP approach?

In Section 3.4.1 the metrics used to analyse the performance of the CA will be defined. In Section 3.4.2 the setup and results of various numerical simulations of the Block Markov Chain Clustering algorithm are shown and discussed. Finally in Section 3.4.3 conclusions are drawn for the general performance and behaviour of the CA.

### 3.4.1 | Metrics

To measure the performance of the clustering algorithm in the critical regime we are going to numerically estimate the feasibility region in Figure 3.3. We define the **accuracy** \(\nu\), given by the fraction of correctly classified states

\[
\nu(\alpha, p) \triangleq 1 - \frac{|E|}{n}. \tag{3.7}
\]

Here \(|E|\) denotes the number of misclassified states and \(n\) is the total number of states. The accuracy \(\nu\) can then be used to estimate a feasibility region \(\hat{F}\) of an algorithm given by

\[
\hat{F}(\epsilon) \triangleq \{ (\alpha, p) \mid \mathbb{E}[\nu] \geq 1 - \epsilon \}, \tag{3.8}
\]

which we will use as a proxy for a true estimator of \(F\): \(\hat{F}\) does not directly estimate \(F\). Intuitively, we expect recovery of the clusters to be possible if the accuracy is one and thus when \(\epsilon\) goes to zero. This would make the algorithm have asymptotically accurate detection as the accuracy describes the fraction of correctly classified states and not the exact number of classified states. The feasibility region relies on asymptotic behaviour of the number of states, i.e. when \(n \to \infty\). To compensate for a finite number of states we use the error \(\epsilon\) to compensate for this asymptotic behaviour in the estimator (3.8).

### 3.4.2 | Setup, results, and discussion

All simulations in this section are done for the case that there are \(K = 2\) clusters. In the case of two clusters the entire BMC can be described using the parameters \(n, \alpha_2, p_{12}\) and \(p_{21}\). Here \(n\) denotes the number of states and \(\alpha_2\) is the fraction of the total number of states that is in cluster two. The fraction of states in cluster one follows from this and equals \(1 - \alpha_2\). The inter-cluster transition probabilities are given by \(p_{12}\) and \(p_{21}\), and thus because \(p\) must constitute a stochastic matrix \(p_{11} = 1 - p_{12}\) and
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\[ p_{22} = 1 - p_{21}. \] In this first part of the simulations \( n \) is set to 300 states. This results in a trajectory length of \( T = n \log n \approx 1711. \)

In this evaluation the parameter space \((p_{12}, p_{21}) \in (0,1)^2\) is being rasterized. The measures that are used to visualise the performance for the CA is the accuracy \( \nu \) in (3.7), and the estimated feasibility region \( \hat{F} \) from (3.8). The cluster improvement step of the CA is run six times in this implementation of the CA. The number of six improvement steps is based on the asymptotic result in the dense regime which allows exact recovery if the number of improvement steps is in the range of \( \sim \log n \) [40, theorem 3], and substantiated by our results in Section 3.3.

In Figure 3.7a the sample mean accuracy \( \nu \) is shown calculated from ten trials for every pair \((p_{12}, p_{21})\) in the raster. The raster consists of a 2D-grid with step size 0.005. The lower bound on the accuracy in the case of two clusters is 0.5. To see the accuracy (3.3): if the number of correctly classified states would be lower than 0.5, say \( k_1 \), a permutation could be done in the labelling of the cluster assignment. After such relabelling the accuracy would be \( 1 - k_1 \), and consequently higher than 0.5. On the right the estimated feasibility region can be seen for \( \epsilon = 0.027 \), the green line indicates the region where \( I(\alpha, p) = 1 \).

From Figure 3.3b and Figure 3.7b it can be noted that the feasibility regions are symmetric along the diagonal \( p_{12} = p_{21} \). Exact cluster recovery is notably more difficult in the region \((p_{12}, p_{21}) \approx (0.5, 1)\) compared to \((p_{12}, p_{21}) \approx (0.5, 0)\), a similar conclusion holds on the axis perpendicular to it. This can also be seen in the feasibility region. Similar shape can also be confirmed in the north-eastern corner where a yellow triangular area is visible in both plots. From the blue line in Figure 3.7a The most difficult region to cluster appears to be the diagonal.

It can be noted that if \( \epsilon \) is increased from 0.05 to 0.025, \( \hat{F} \) in Figure 3.7a will grow towards the sides, away from the diagonal \( p_{12} = p_{21} \). This suggests that the figure tends to the feasibility region instead of expanding more on what appears to be the difficult parameters on the diagonal. When we compare the estimated feasibility region and the feasibility region in Figure 3.7b we see that the difference is in the extension of the diagonal along the difficult line.
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Figure 3.7: The accuracy when \( \alpha_2 = 0.5 \). On the left the expectation of \( \nu \) that is estimated using 10 trials for every rasterpoint \((p_{12}, p_{21}) \in (0,1)^2\). On the right the estimated feasibility region for \( \epsilon = 0.027 \) is shown.

Next we repeat this simulation in case the fraction of states \( \alpha_2 \) is set to 0.25. This yields Figure 3.8. From the feasibility regions in Figure 3.3 and the estimated feasibility regions in Figure 3.7b and Figure 3.8b, we can see similarities in the behaviour of the feasibility region shape. There is a shift in the feasibility region to the north-west section when changing \( \alpha_2 \) from 0.5 to 0.25 which is the same behaviour as seen in the estimated feasibility region. If we take a closer look at Figure 3.8a similar conclusions can be drawn as for the case of Figure 3.7a. There appears to be a line where clustering is difficult, based on both estimated feasibility regions this seems to be \( p_{21} \approx p_{12}(1 - \alpha_2)/(\alpha_2) \). Around this line the biggest difference between the estimated feasibility region and feasibility region can be noted. Also in the case of \( \alpha_2 = 0.25 \) the estimated feasibility regions seems to expand more towards the sides than along the difficult line.
Besides this difficult parameter area around this line there is another small triangular region in the bottom west corner. This unexpected behaviour in Figure 3.8 is in the region \( p_{12} \in (0, 0.2) \) and \( p_{21} \in (0, 0.4) \). In this region it seems harder for the CA to cluster than we expect from the feasibility region. This behaviour can be partly accounted for with the number of times the improvement step is ran, that is 6 times. When we rerun this analysis with an increased number of improvement steps, 16, we obtain Figure 3.9a. For comparison the same region is plotted in Figure 3.9b when the number of improvement steps was 6. We can see that the performance of the clustering algorithm increased since the feasibility region became larger. However, there is still a portion that falls outside the feasibility region. This portion is larger than expected from the theoretical analysis. This region is partly on the difficult line and similar behaviour can also be seen in Figure 3.7b for the feasibility region with \( \alpha_3 = 0.5 \).

Increasing the number of improvement steps improved the performance of the algorithm but it did not yield the exact theoretical feasibility region as seen in Figure 3.3a.

In Figure 3.7 and Figure 3.8 the estimated feasibility region do not match the feasibility region perfectly. The number of states however was set to a mere 300. We therefore examine the influence of the number of states \( n \) on the results. Such investigation is warranted because the exact recovery
3.4. Performance Analysis of the CA in the critical regime

The region is defined asymptotically, i.e., when \( n \rightarrow \infty \). Let us fix the parameters \( \alpha_2 = 0.5 \) and \( p_{12} = p_{21} \). The accuracy \( \nu \) is plotted on the y-axis for the number of states \( n = (300, 700, 1000) \) in Figure 3.10. The length of the trajectory is on the critical regime of \( T = n \log n \). For the given parameters we can calculate the transition probabilities where the information quantity is equal to one. This probabilities are the exact points where we expect the BMC to transfer from feasible to infeasible to cluster. Solving \( I(\alpha, p) = 1 \) using (3.4) on the diagonal of the feasibility region with \( \alpha_2 = 0.5 \) reduces the expression \( I(\alpha_2 = 0.5, p = p_{12} = p_{21}) = 1 \) to

\[
2(1 - p) \log \frac{1 - p}{p} + 2p \log \frac{p}{1 - p} = 1.
\]

The solutions to this equation are \( p \approx 0.26045 \) and \( p \approx 0.73955 \). The horizontal green lines in Fig. 3.10 are the boundary probabilities where \( I(\alpha, p) = 1 \) for the given parameters \( (\alpha_2 = 0.5 \) and \( p_{12} = p_{21} \).

In Figure 3.10 the diagonal \( (p_{12} = p_{21}) \) of the accuracy is shown for various different choices of the number of states. When you compare this with the \( I(\alpha, p) = 1 \) cuts, it becomes clear that, if the number of states increases, the accuracy tends to rise and starts dropping when you get closer to this bound with increasing \( n \). This is in line with the asymptotic behaviour you expect. Other than the trend towards a higher accuracy, the line seems to be more smooth which suggests more constant performance of the CA when the number of states goes up.

3.4.3 | Conclusion

We finally answer the research question of this section:

What is the performance of the Clustering Algorithm in the critical regime, and is this performance adequate for implementation in a BMC-MDP approach?

To answer this question we must realise that the examples provided are in the simple case of 2 clusters. For this small case there is a quite large estimated region where exact recovery is not possible when the trajectory length is set to \( T = n \log n \). This estimated region matches the expected theoretical region. The estimated feasibility region seems to match the feasibility region more when the number of states rises based on Figure 3.10. From the estimated feasibility regions and the feasibility regions we conclude that the region \( I(\alpha, p) > 1 \) describes the region where asymptotic exact recovery is possible if the trajectory length is \( n \log n \). It has to be noted that the only real difference between the estimated feasibility region and the feasibility regions appears to be around the line \( p_{21} \approx p_{12}(1 - \alpha_2)/\alpha_2 \).

For general use in a BMC–MDP approach it seems better to operate in to the dense regime where asymptotic exact recovery is possible for any \( I(\alpha, p) > 0 \). If there is more known a priori about the problem and you know approximately what kind of \( I(\alpha, p) \) you are dealing with, it will be beneficial for the overall BMC–MDP performance to shorten the clustering trajectory length. For example, if you have a problem where you know a priori what a lower bound to \( I(\alpha, p) \) is, it is possible to adjust the clustering length accordingly: the theoretically feasibility region is defined via \( I(\alpha, p) > 1/c \) where the trajectory length \( T = cn \log n \) with \( c \in (0, \infty) \) [40].
3.5 | Behaviour of a mixed Markov Process

In a general MDP we potentially have a different transition matrix depending on the action taken as seen in Section 2.4. In this section we investigate the behaviour of a Markov chain that is caused by alternating the transition matrix. During the initial phase, in a MDP, when the states are not clustered yet such kind of Markov chain may be expected. Because the CA is proven to be optimal when the input is a trajectory generated by a single block transition matrix, the objective of this section will be to determine if the stochastic behaviour of a Markov trajectory when the dynamics are governed by multiple transition matrices is close to the stochastic behaviour of a Markov chain that has a single transition matrix underlying its dynamic.

In Section 3.5.1 we define the mixed and pure Markov process that we are going to investigate. In Sections 3.5.2 - 3.5.4 we investigate these two processes using notions of difference between stochastic processes. Section 3.5.5 summarizes our findings.

### 3.5.1 | Definition of the mixed chain

We start by defining the process $\lambda$ as a Markov chain with a single transition matrix

$$B \triangleq \begin{bmatrix} b_{1,1} & b_{1,2} & \cdots & b_{1,n} \\ b_{2,1} & b_{2,2} & \cdots & b_{2,n} \\ \vdots & \vdots & \ddots & \vdots \\ b_{n,1} & b_{n,2} & \cdots & b_{n,n} \end{bmatrix}.$$  

This matrix defines the probability of transitioning between states. The transition probability of the next state is independent of the action as there is only a single transition matrix and is given by

$$\mathbb{P}_A(S_{t+1} = i' \mid S_t = i) = b_{i,i'} \quad \text{for all } i, i' \in \mathcal{S}.$$ (3.9)

For (3.9) to be a distribution the rows of the matrix have to sum to one because every row contains the probability of the next state so $\sum_{k=1}^{n} b_{i,k} = 1$ for all states $i \in \mathcal{S}$.

We define the event of seeing a specific state trajectory by $s_{[T]} \triangleq \{S_0 = s_0, S_1 = s_1, \ldots, S_T = s_T\}$. The probability of this event under the process $\lambda$ is given by

$$\mathbb{P}_A(s_{[T]}) = \mathbb{P}_A(S_0 = s_0) \prod_{t=0}^{T-1} \mathbb{P}_A(S_t = s_t \mid S_{t-1} = s_{t-1}) = \mathbb{P}_A(S_0 = s_0) \prod_{t=0}^{T-1} b_{s_{t-1},s_t}.$$ (3.10)

Here $\mathbb{P}_A(S_0 = s_0 \forall s_0 \in \mathcal{S}$ denotes the initial distribution. It describes the probability of the starting state of the trajectory given the process $\lambda$.

Next, we define the mixed Markov chain $\mu$. The output of this process is a state trajectory $s_{[T]}$. The next state $S_{t+1}$ in this trajectory is determined by the current state $S_t \in \mathcal{S} = \{1, \ldots, n\}$ and the current action $A_t \in \mathcal{A} = \{1, \ldots, l\}$. The probability of transitioning to a next state $S_{t+1}$, given the current state $S_t$ and action $A_t$, is given by

$$\mathbb{P}_\mu(S_{t+1} = i' \mid S_t = i, A_t = j) = d_{i,j}^{i'} \quad \text{for all } i, i' \in \mathcal{S} \text{ and } j \in \mathcal{A}.$$  

All of these entries can be formulated in $l$ (number of actions) matrices

$$D_{[l]} \triangleq \begin{bmatrix} d_{1,1}^{[l]} & d_{1,2}^{[l]} & \cdots & d_{1,n}^{[l]} \\ d_{2,1}^{[l]} & d_{2,2}^{[l]} & \cdots & d_{2,n}^{[l]} \\ \vdots & \vdots & \ddots & \vdots \\ d_{n,1}^{[l]} & d_{n,2}^{[l]} & \cdots & d_{n,n}^{[l]} \end{bmatrix} \quad \text{for all } j \in \mathcal{A}.$$  

The rows of every matrix have to sum to one because every row contains the probability of the next state so $\sum_{j=1}^{n} d_{i,j}^{[l]} = 1$ for all actions $j \in \mathcal{A}$ and states $i \in \mathcal{S}$.

The difference between process $\mu$ and process $\lambda$ is that there is an underlying action trajectory $\{A_0, \ldots, A_{T-1}\}$ that influences the state trajectory. The current action $A_t$ determines the transition matrix that is picked for transitioning towards the next state. To fully specify the process $\mu$ we now define a probability of picking the action $A_t$ on decision epoch $t$ given the process $\mu$ and the history $\mathcal{H}_t \triangleq \{S_t =
Given the number of states and actions is two, it follows that

\[ G(1 − dS) \]

We can now analyse the equilibrium behaviour for the mixed Markov chain, which satisfies these local balance equations:

\[ \Pi \mathbf{1} = \Pi \mathbf{k}_1 \mathbf{d}^{(1)} + \Pi \mathbf{k}_2 \mathbf{d}^{(2)} \]  \hspace{1cm} (3.14)

Because of the defined structure of \( \mathbf{d}^{(1)} \) and \( \mathbf{d}^{(2)} \), we ease notation and use \( d_{ij}^{(1)} = d_{ij} \) in the rest of this example. Expanding (3.14) component-wise, we find

\[ \Pi_1 = \Pi_1 k_1 d_{11} + \Pi_2 k_1 (1 − d_{22}) + \Pi_1 k_2 (d_{11} + \varepsilon) + \Pi_2 k_2 (1 − d_{22} − \varepsilon) \]

\[ \Pi_2 = \Pi_1 k_1 (1 − d_{11}) + \Pi_2 k_1 d_{22} + \Pi_1 k_2 (1 − d_{11} − \varepsilon) + \Pi_2 k_2 (d_{22} + \varepsilon) \]  \hspace{1cm} (3.15)
Additionally with \( \Pi_1 + \Pi_2 = 1 \), we can solve (3.15) which gives
\[
\Pi_1 \frac{(1 - d_{22}) - k_2 \epsilon}{(1 - d_{22}) - k_2 \epsilon + 1 - d_{11} - k_2 \epsilon}, \quad \Pi_2 \frac{1 - d_{11} - k_2 \epsilon}{(1 - d_{22}) - k_2 \epsilon + 1 - d_{11} - k_2 \epsilon}.
\]
This results in the cluster equilibrium distribution of
\[
\Pi = \left[ \frac{1 - d_{22} - k_2 \epsilon}{1 - d_{22} - k_2 \epsilon + 1 - d_{11} - k_2 \epsilon}, \frac{1 - d_{11} - k_2 \epsilon}{1 - d_{22} - k_2 \epsilon + 1 - d_{11} - k_2 \epsilon} \right] .
\]
Next we look at the equilibrium distribution of the pure Markov chain with transition matrix
\[
\bar{B} = \begin{bmatrix}
1 - b_{12} & b_{12} \\
b_{21} & 1 - b_{21}
\end{bmatrix}.
\]
Solving the local balance equations, we find the equilibrium distribution
\[
\Pi = \left[ \frac{b_{11} + k_2 \epsilon}{1 - d_{22} - k_2 \epsilon}, \frac{1 - d_{11} - k_2 \epsilon}{d_{22} + k_2 \epsilon} \right] ,
\]
and its equilibrium distribution will be given by
\[
\Pi = \left[ \frac{1 - d_{22} - k_2 \epsilon}{1 - d_{22} - k_2 \epsilon + 1 - d_{11} - k_2 \epsilon}, \frac{1 - d_{11} - k_2 \epsilon}{1 - d_{22} - k_2 \epsilon + 1 - d_{11} - k_2 \epsilon} \right] .
\]
This is the same equilibrium distribution as the equilibrium distribution spanned by the process of an mixed Markov chain with fixed probabilities of picking one of two transition matrices. From this analysis we can conclude that there exist a pure Markov transition matrix that has identical equilibrium behaviour as the mixed Markov process.

### 3.5.3 Total Variation Distance

We are now going to investigate these two processes using a general statistical distance measure of two distribution. Specifically, we use the Total Variation Distance (TVD) between the two distributions. This distance is defined in term of events and is related to the \( L^1 \) norm if the set is countable [33, proposition 4.2]. The TVD is defined as the summed difference of the probabilities of single events between two random variables as
\[
D_{TV}(\mu, \lambda) = \frac{1}{2} \sum_{E \in \Sigma} |\mathbb{P}_\mu(E) - \mathbb{P}_\lambda(E)| .
\] (3.16)

Here the set \( \Sigma \) denotes the set of all possible single events of the random variables \( \mu \) and \( \lambda \). To compare the two processes we must formulate the process \( \lambda \) on the same state space as the process \( \mu \). We do this by defining \( l \) transition matrices \( B^{[l]} \) similar to \( A^{[l]} \) with
\[
B^{[l]} = B \quad \text{for all} \quad j \in \mathcal{A}.
\]

For the alternated process \( \lambda \) we also define the probability of selection action \( \mathbb{P}_\lambda(A_k = j \mid \mathcal{H}_r) \) for all \( j \in \mathcal{A} \) depending on the history \( \mathcal{H}_r \), identical to (3.11). The probability of both the action and state trajectory are identical to (3.13) but with the matrix \( b^{[l]} \) instead of \( d^{[l]} \). From here on out for the rest of this Section 3.5.3 the \( \lambda \) process refers to this alternated version of the \( \lambda \) process with multiple transition matrices.

Our objective is to find the matrix \( B^* \) that minimizes the TVD of these two processes. The set \( \Sigma \) denotes the set of all events \( s_{[\tau]} \) and \( a_{[\tau-1]} \). The set of all action trajectories \( a_{[\tau-1]} \) is denoted by \( U_{\tau-1} \). We can rewrite (3.16) to
\[
D_{TV}(\mu, \lambda) = \frac{1}{2} \sum_{s_{[\tau]}, a_{[\tau-1]} \in \Sigma} |\mathbb{P}_\mu(s_{[\tau]}, a_{[\tau-1]}) - \mathbb{P}_\lambda(s_{[\tau]}, a_{[\tau-1]})| .
\] (3.17)

The matrix \( B^* \) we are going to derive is the matrix that lower bounds this TVD. We will derive this matrix \( B^* \) under Assumption 1.
Assumption 1. For the process \( K = \{ \mu, \lambda \} \) we assume that:

- The probability of picking an action at time step \( t \) only depends on the current state \( S_t \in \mathcal{S} \) and is independent of the time step. This reduces \( \mathbb{P}_K(A_t = a | \mathcal{H}_t) \), (3.11), to \( \mathbb{P}_K(A_t = a | S_t = s) = \mathbb{P}_K(A = a | S = s) \) for both \( K \).
- The initial state distribution is the same for both processes, i.e., \( \mathbb{P}_A(S_0 = i) = \mathbb{P}_\mu(S_0 = i) \) for all \( i \in \mathcal{S} \).

The matrix \( B^* \) that minimizes a lower bound on the TVD is given in Proposition 1.

Proposition 1. Under Assumption 1, if the action \( j \in \mathcal{A} \) is selected with a fixed probability given the current state \( S_t \), then the transition matrix \( B^* \) that minimizes a lower bound on the Total Variation Distance is

\[
b^*_{i,i'} = \sum_{j \in \mathcal{A}} \mathbb{P}(A = j | S = i) d_{i,i'}^{[j]} \text{ for all } i, i' \in \mathcal{S}.
\]

To prove Proposition 1, we will first introduce and prove Lemma 1. This lemma is used in the analysis of the minimum bound and enables us to rewrite the equation so that we can find the matrix \( B^* \) that minimizes our lower bound.

Lemma 1. Under Assumption 1, if the probability of selecting action \( A_t = j \) at time step \( t \) is independent of the time epoch and only depends on the current state \( S_t = i \), then the transition matrix \( B^* \) that minimizes a lower bound on the Total Variation Distance is

\[
b^*_{i,i'} = \sum_{j \in \mathcal{A}} \mathbb{P}(A = j | S = i) d_{i,i'}^{[j]} \text{ for all } i, i' \in \mathcal{S}.
\]

Proof. First we expand the sum of the action trajectory on the left-hand side, this results in

\[
\sum_{a_{|T-1|} \in \mathcal{A}_{|T-1|}} \prod_{t=0}^{T} \mathbb{P}(A = a_t | S = s_t) d_{s_t, a_{t+1}}^{[a_t]} = \prod_{t=0}^{T} \sum_{a_t \in \mathcal{A}} \mathbb{P}(A = a_t | S = s_t) d_{s_t, a_{t+1}}^{[a_t]}.
\]

Now we set \( \mathbb{P}(A = a_t | S = s_t) = k_{a_t}^{s_t} \), such that

\[
\sum_{a_{n=1}}^{1} \sum_{a_{n=1}}^{1} \prod_{t=0}^{T} \mathbb{P}(A = a_t | S = s_t) d_{s_t, a_{t+1}}^{[a_t]} = \prod_{t=0}^{T} \sum_{a_t \in \mathcal{A}} k_{a_t}^{s_t} d_{s_t, a_{t+1}}^{[a_t]}.
\]

Because each term \( k_{a_t}^{s_t} d_{s_t, a_{t+1}}^{[a_t]} \) is independent of the other iterands \( a_i, i \neq t \), we have

\[
\sum_{a_{n=1}}^{1} \sum_{a_{n=1}}^{1} \prod_{t=0}^{T} k_{a_t}^{s_t} d_{s_t, a_{t+1}}^{[a_t]} = \prod_{t=0}^{T} \sum_{a_t \in \mathcal{A}} k_{a_t}^{s_t} d_{s_t, a_{t+1}}^{[a_t]}.
\]

Filling in \( k_{a_t}^{s_t} \) and rewriting this equation gives

\[
\sum_{a_{|T-1|} \in \mathcal{A}_{|T-1|}} \prod_{t=0}^{T} \mathbb{P}(A = a_t | S = s_t) d_{s_t, a_{t+1}}^{[a_t]} = \prod_{t=0}^{T} \sum_{a_t \in \mathcal{A}} \mathbb{P}(A = a_t | S = s_t) d_{s_t, a_{t+1}}^{[a_t]}.
\]

This completes the proof. \( \square \)

Now we are going to show Proposition 1. We use (3.13) for both processes \( \mu \) and \( \lambda \) to rewrite (3.17) and find

\[
D_{\mu, \lambda} = \frac{1}{2} \sum_{s_0=1}^{n} \sum_{s_1=1}^{n} \sum_{s_2=1}^{n} \sum_{s_3=1}^{n} \sum_{s_4=1}^{n} \sum_{s_5=1}^{n} \sum_{s_6=1}^{n} \sum_{s_7=1}^{n} \sum_{a_0=1}^{1} \sum_{a_1=1}^{1} \sum_{a_2=1}^{1} \sum_{a_3=1}^{1} \sum_{a_4=1}^{1} \sum_{a_5=1}^{1} \sum_{a_6=1}^{1} \sum_{a_7=1}^{1} \mathbb{P}_\mu(S_0 = s_0) \prod_{t=0}^{T-1} \mathbb{P}_\mu(A_t = a_t | \mathcal{H}_t) d_{s_t, a_{t+1}}^{[a_t]} - \mathbb{P}_\lambda(S_0 = s_0) \prod_{t=0}^{T-1} \mathbb{P}_\lambda(A_t = a_t | \mathcal{H}_t) b_{s_t, a_{t+1}}^{[a_t]}.
\]
We apply Assumption 1 and take the initial state distribution outside the absolute brackets. This gives:

\[
\sum_{s_0=1}^{n} \sum_{s_1=1}^{n} \sum_{a_0=1}^{l} \sum_{a_1=1}^{l} \ldots \sum_{a_{T-1}=1}^{l} \prod_{t=0}^{T-1} \mathbb{P}_\mu(A = a_t \mid S = s_t) d_{s_t,s_{t+1}}^{[a_t]} - \prod_{t=0}^{T-1} \mathbb{P}_\lambda(A = a_t \mid S = s_t) b_{s_t,s_{t+1}}^{[a_t]}.
\]

Next we use the triangle inequality \(|x + y| \leq |x| + |y|\), this results in a lower bound on the TVD. This lower bound is given by

\[
D_{tv}(\mu, \lambda) \geq \frac{1}{2} \sum_{s_0=1}^{n} \sum_{s_1=1}^{n} \sum_{a_0=1}^{l} \sum_{a_1=1}^{l} \ldots \sum_{a_{T-1}=1}^{l} \prod_{t=0}^{T-1} \mathbb{P}_\mu(A = a_t \mid S = s_t) d_{s_t,s_{t+1}}^{[a_t]} - \prod_{t=0}^{T-1} \mathbb{P}_\lambda(A = a_t \mid S = s_t) b_{s_t,s_{t+1}}^{[a_t]}.
\]

Now we examine the term within the absolute brackets and we assume the trajectory \(s_{[T]}\) to be given. If the term inside the absolute brackets is zero for any trajectory, the sum over the set of all state trajectories will also be zero. Therefore we focus on the term

\[
\left| \sum_{a_{[T-1]} \in U_{T-1}} \prod_{t=0}^{T-1} \mathbb{P}_\mu(A = a_t \mid S = s_t) d_{s_t,s_{t+1}}^{[a_t]} - \sum_{a_{[T-1]} \in U_{T-1}} \prod_{t=0}^{T-1} \mathbb{P}_\lambda(A = a_t \mid S = s_t) b_{s_t,s_{t+1}}^{[a_t]} \right|.
\]

We assume \(T\) to be finite so we can use the finite property of a sum sequence \(\sum(a - b) = \sum(a) - \sum(b)\) to rewrite (3.19) to obtain

\[
\left| \sum_{a_{[T-1]} \in U_{T-1}} \prod_{t=0}^{T-1} \mathbb{P}_\mu(A = a_t \mid S = s_t) d_{s_t,s_{t+1}}^{[a_t]} - \sum_{a_{[T-1]} \in U_{T-1}} \prod_{t=0}^{T-1} \mathbb{P}_\lambda(A = a_t \mid S = s_t) b_{s_t,s_{t+1}}^{[a_t]} \right|.
\]

Because of Assumption 1 we can now use Lemma 1 to get:

\[
\left| \prod_{t=0}^{T-1} \sum_{j \in A} \mathbb{P}_\mu(A = j \mid S = s_t) d_{s_t,s_{t+1}}^{[j]} - \prod_{t=0}^{T-1} \sum_{j \in A} \mathbb{P}_\lambda(A = j \mid S = s_t) b_{s_t,s_{t+1}}^{[j]} \right| = \left| \prod_{t=0}^{T-1} \sum_{j \in A} \mathbb{P}_\mu(A = j \mid S = s_t) d_{s_t,s_{t+1}}^{[j]} - \prod_{t=0}^{T-1} \mathbb{P}_\lambda(A = j \mid S = s_t) b_{s_t,s_{t+1}}^{[j]} \right|.
\]

This shows that the lower bound on the TVD is zero for any \(s_t, s_{t+1}\) if the matrix entries are

\[
b_{s_t,s_{t+1}}^* = \sum_{j \in A} \mathbb{P}_\mu(A = j \mid S = s_t) d_{s_t,s_{t+1}}^{[j]} \text{ for all } s_t, s_{t+1} \in S.
\]

We have now shown that Proposition 1 holds and that for (3.20) we have a minimum bound on \(D_{tv}(\mu, \lambda)\) of zero. This does not imply that this is the matrix \(B^*\) that minimises the original equation. It gives one matrix \(B^*\) that results in a \(D_{tv}(\mu, \lambda)\) that is potentially zero.

### 3.5.4 Summed difference in probabilities of trajectory

Following the minimum bound on the Total Variation Distance we now investigate the summed difference of all events \(s_{[T]}\) under \(\mu\) and \(\lambda\). This investigation is warranted because clustering is done based
on a single trajectory. If the probability of a trajectory on both processes is equal then this would imply that the input of the clustering algorithm would be identical with equal probability. Hence the two processes are identical from a clustering perspective in that scenario.

In this section the process $\lambda$ denotes a pure Markov chain with a transition matrix $B$ as defined in Section 3.5.1. Here $\mu$ denotes the mixed process of several transition matrices $B^{[i]}$, the choice of the transition matrix depends on the action $A_t$ chosen at the decision epoch $t$. Let $X_T$ denote the set of all possible state trajectories $s_{[T]}$. The objective is to find the transition matrix $B^*$ that minimises the summed difference in probability over all possible finite size trajectory $s_{[T]}$ of length $T$. The summed difference in probability is defined as

$$
\sum_{s_{[T]} \in X_T} \left| \mathbb{P}_\mu(s_{[T]}) - \mathbb{P}_\lambda(s_{[T]}) \right| .
$$

(3.21)

Using (3.12) we can rewrite (3.21) and find

$$
\sum_{s_{[T]} \in X_T} \left| \mathbb{P}_\mu(s_{[T]}) - \mathbb{P}_\lambda(s_{[T]}) \right| = \sum_{s_{[T]} \in X_T} \left| \sum_{a_{[T-1]} \in \mathcal{A}_{[T-1]}} \mathbb{P}_\mu(s_{[T]}) - \mathbb{P}_\lambda(s_{[T]}) \right| .
$$

(3.22)

Similar to the previous section we are going to show that a matrix $B^*$ that minimizes (3.22) is

$$
b^{*}_{i,i'} = \sum_{j \in \mathcal{A}} |\mathbb{P}(A_t = j | S_t = i)d_{i,j}^{[j]}| \text{ for all } i,i' \in \mathcal{S} .
$$

(3.23)

We do this under the assumption that picking the actions only depends on the current state and is done independent of time. Also the initial state distribution for both processes are identical. In other words Assumption 1 holds in this analysis. The first assumption is based on a random choice of actions prior to the clustering step by some distribution. We start by substituting (3.10) and (3.12) and this gives

$$
\sum_{s_{[T]} \in X_T} \left| \mathbb{P}_\mu(s_{[T]}) - \mathbb{P}_\lambda(s_{[T]}) \right| =
$$

$$
\sum_{s_{[T]} \in X_T} \left| \sum_{a_{[T-1]} \in \mathcal{A}_{[T-1]}} \mathbb{P}_\mu(s_{[T]}) - \mathbb{P}_\lambda(s_{[T]}) \right| .
$$

We use Assumption 1 and rewrite the equation into

$$
\sum_{s_{[T]} \in X_T} \left| \mathbb{P}_\mu(s_{[T]}) - \mathbb{P}_\lambda(s_{[T]}) \right| = \sum_{s_{[T]} \in X_T} \mathbb{P}(S_0 = s_0) \sum_{a_{[T-1]} \in \mathcal{A}_{[T-1]}} \prod_{t=0}^{T-1} \mathbb{P}_\mu(A_t = a_t | \mathcal{H}_t) d_{i,j}^{[a_t]} - \mathbb{P}_\lambda(s_{[T]} = s_0) \prod_{t=0}^{T-1} b_{s_0,s_{T+1}} \right| .
$$

The summed difference of all trajectory probabilities is equal to zero if the following term is zero for all $s_{[T]} \in X_T$:

$$
\sum_{a_{[T-1]} \in \mathcal{A}_{[T-1]}} \prod_{t=0}^{T-1} \mathbb{P}(A_t = a_t | S_t = s_t) d_{i,j}^{[a_t]} - \prod_{t=0}^{T-1} b_{s_0,s_{T+1}} = 0 .
$$

(3.24)

Now we apply Lemma 1. We use this lemma to swap the sum and product that yields

$$
\prod_{t=0}^{T-1} \sum_{a_t \in \mathcal{A}} \mathbb{P}(A_t = a_t | S_t = s_t) d_{i,j}^{[a_t]} - \prod_{t=0}^{T-1} b_{s_0,s_{T+1}} = 0 .
$$

This equation is zero if the two terms are equal for all operands, i.e.,

$$
\sum_{a_t \in \mathcal{A}} \mathbb{P}(A_t = a_t | S_t = s_t) d_{i,j}^{[a_t]} = b_{s_0,s_{T+1}} \text{ for all } s_0, s_{T+1} \in \mathcal{S} .
$$
This shows that a transition matrix $B^*$ for the process $\lambda$ that satisfies (3.24) is element–wise given by

$$b_{i'i'}^* = \sum_{j \in \mathcal{A}} \mathbb{P}(A_t = j \mid S_t = i) d_{i'i'}^{[j]}$$

for all $i, i' \in \mathcal{S}$. \hfill (3.25)

If the probability for action $j \in \mathcal{A}$ is independent of the current state, namely $\mathbb{P}(A_t = j \mid S = i) = \mathbb{P}(A_t = j \mid S = i') = \mathbb{P}(A_t = j)$ for all $i, i' \in \mathcal{S}$, then the transition matrix $B^*$ can be written as

$$B^* = \sum_{j \in \mathcal{A}} \mathbb{P}(A_t = j) D^{[j]}.$$ \hfill (3.26)

If we examine (3.24) we conclude that with the averaged transition matrix as calculated by (3.25) the probability of every trajectory is the same for both the mixed Markov chain as well as the pure Markov chain.

3.5.5 Conclusion

On the basis of the results in this section we conclude that the mixed Markov chain and the averaged pure Markov chain are statistically similar to each other if the action is randomly picked. By the averaged pure Markov chain we mean that the trajectories are generated by a single transition matrix that satisfies Proposition 1. The results in Section 3.5.2 state that the probability of being in a state in the equilibrium situation are identical. Besides that we showed that a lower bound of the Total Variation Distance is zero if the averaged pure Markov chain is compared to the mixed Markov chain in Section 3.5.3. Finally in Section 3.5.4 we showed that the probability of a single trajectory of both these distributions is equal as well under the transition matrix in Proposition 1.

3.6 Performance of CA on the mixed Markov chain

Based on the mathematical foundation in the previous section. We are now going to investigate the behaviour of the clustering algorithm on a trajectory of a mixed BMC. This research direction is warranted because in a potential cluster-based MDP approach we have to use the clustering algorithm to cluster a trajectory generated by multiple transition matrices.

We conduct this research by first looking at the performance of the clustering algorithm in the case that the mixed Markov process has transition matrices that are similar to one another for every action. Afterwards, we investigate the situation if the transition matrices differ more substantially. On top of that, we investigate whether the number of actions $l$ has any influence on the performance.

By looking at the feasibility region of trajectories generated by an mixed Markov process and a pure Markov process we gain insight in the performance of the Clustering Algorithm. The conclusion drawn in Section 3.5.5 is confirmed: over a substantial number of trials, the CA seems to have identical performance for both the mixed as the pure process. We conclude, from these experiments, that if we have an mixed BMC and the actions are picked with fixed probability given the state, we can cluster based on a state trajectory as long as the information quantity of the averaged Markov transition matrix falls in the feasibility region. The number of actions by itself have no influence on the behaviour.

3.6.1 Transition matrices with small deviation

For this analysis we restrict ourselves to a BMC that consists of two clusters. We take two clusters for visualisation purposes as the function $l(\alpha, p)$ and the feasibility region can be plotted in $\mathbb{R}^2$ for insight in the expected behaviour. Recall that the transition matrices for a BMC consisting of two clusters can be described by the parameters $p_{12}, p_{21}, \alpha_2$ and $n$. We take the fraction of states in cluster two to be $\alpha_2 = 0.25$. For reference the feasibility region for $\alpha_2 = 0.25$ is shown in green in Figure 3.11. For the experiments conducted in this section the transition matrices are generated from the blue and red regions.
3.6. Performance of CA on the mixed Markov chain

We generate \( l \) transition matrices \( P^{(a)} \) \( \forall a \in \{1, \ldots, l\} \). Every matrix is an intercluster transition matrix describing the probability of moving from a cluster to a cluster. The intercluster transition matrices are uniformly picked from the red region in Figure 3.11 (\( p_{12} \in [0.65, 0.75] \) and \( p_{21} \in [0.85, 0.95] \)) or the blue region (\( p_{12} \in [0.25, 0.35] \) and \( p_{21} \in [0.3, 0.4] \)). At every time step the action, and therefore the transition matrices, have equal probability of being picked: \( \mathbb{P}(A_t = i) = 1/l \forall i \in \{1, \ldots, l\} \). Based on the findings in Section 3.5 the average matrix \( B = \sum_{t=1}^{l} \mathbb{P}(A_t = i) P^{(A_t)} \) is calculated. The trajectory generated by this averaged matrix should have similar clustering performance if the actions are picked according to Assumption 1.

For both processes, the mixed process and the pure process, a trajectory of length \( T = n \ln n \) is generated. On these trajectories the clustering algorithm is applied with \( \lfloor \ln n \rfloor \) improvement steps. The performance of the CA on both processes is compared using the accuracy in (3.7). We do this experiment for a various number of states and actions. In Table 3.1 the input of these experiments are shown. We can observe the difference in performance in and outside the theoretical feasibility region and we investigate the number of states and actions. The clustering algorithm is ran on 1000 generated trajectories for each experiment and the results are visualised using boxplots of the accuracy of these trials. For each experiment the performance of the mixed Markov trajectory and the accuracy of the trajectory generated by a pure transition matrix are shown. The results for all experiments are found in Figure 3.12 and Figure 3.13. The red pluses in these figures are the outliers. These outliers are calculated using the standard Matlab boxplot function.

Based on these figures we can observe that the red region of experiments 4, 5 and 6 appear to be more suitable for clustering compared to blue region of experiment 1,2 and 3. This is in line with the results shown in Figure 3.8 and the position of the red and blue box in respect to the feasibility region. The number of actions on the other hand appear to have no significant influence on the performance.

Table 3.1: Input for the accuracy comparison of the Clustering Algorithm for various number of states (\( n \)) and actions (\( l \)). The trajectory length is \( T = n \ln n \) and the number of improvement steps is \( \lfloor \ln n \rfloor \).

<table>
<thead>
<tr>
<th>Experiment</th>
<th>Region</th>
<th>Number of states (( n ))</th>
<th>Number of actions (( l ))</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>Blue</td>
<td>100</td>
<td>10</td>
</tr>
<tr>
<td>2</td>
<td>Blue</td>
<td>100</td>
<td>50</td>
</tr>
<tr>
<td>3</td>
<td>Blue</td>
<td>300</td>
<td>50</td>
</tr>
<tr>
<td>4</td>
<td>Red</td>
<td>100</td>
<td>10</td>
</tr>
<tr>
<td>5</td>
<td>Red</td>
<td>100</td>
<td>50</td>
</tr>
<tr>
<td>6</td>
<td>Red</td>
<td>300</td>
<td>50</td>
</tr>
</tbody>
</table>
The lack of difference in results of experiments 1 and 2 and experiments 4 and 5 show this lack of influence. This can be explained by the fact that all matrices are close and the average over ten or fifty action matrices will not influence the trajectory substantially. On the other hand, increasing the number of states yields a different performance. The performance of the clustering algorithm appears to be more consistent as the width of the box in the box plots shrinks in both cases when we compare experiment 2 with 3 and experiment 5 with 6. Furthermore, when we compare the mixed and the pure process we see a negligible difference in accuracy. This indicates that the two processes are equal from this point of view for the clustering algorithm whenever the transition matrices for all actions are similar.

![Figure 3.12: Accuracy of clustering algorithm for the mixed Markov process and the pure Markov process for the blue region with the parameters found in Table 3.1. Every boxplot of the accuracy is based on 1000 trials.](image)

Figure 3.12: Accuracy of clustering algorithm for the mixed Markov process and the pure Markov process for the blue region with the parameters found in Table 3.1. Every boxplot of the accuracy is based on 1000 trials.

![Figure 3.13: Accuracy of clustering algorithm for the mixed Markov process and the pure Markov process for the red region with the parameters found in Table 3.1. Every boxplot of the accuracy is based on 1000 trials.](image)

Figure 3.13: Accuracy of clustering algorithm for the mixed Markov process and the pure Markov process for the red region with the parameters found in Table 3.1. Every boxplot of the accuracy is based on 1000 trials.

### 3.6.2 Transition matrices that are further apart

We will now investigate the performance of the CA when the transition matrices are spread out over the probability space. The transition matrices are picked from the same regions as before. However, for the alternated process the transition matrix is picked from either the red or blue region in Figure 3.11 with probability a half.

To analyse the performance of the CA in this setting we use the three experimental configurations of the previous section. The trajectory length is $T = n \ln n$ and the number of improvement steps is $\lfloor \ln n \rfloor$. In experiment 7 we use $n = 100$ and $l = 10$. For experiment 8 we use $n = 100$ and $l = 50$. Finally for experiment 9 we use $n = 300$ and $l = 50$. In all three experiments, for every action, after the red or blue region is picked the transition matrix is generated uniformly in the blue region with $p_{12} \in [0.6, 0.7]$ and $p_{21} \in [0.25, 0.35]$ or the red region with $p_{12} \in [0.85, 0.95]$ and $p_{21} \in [0.2, 0.3]$. In Figure 3.14 the results for these three experiments are shown. The performance is once again visualised with a boxplot of the accuracy over 1000 trials.
Similar to Section 3.6.1 there is no significant difference in performance between clustering on the averaged pure process and clustering on the mixed process. Comparing the accuracy spread of Figure 3.14 with that in Figure 3.13 and 3.12, we observe a larger sample variance in the accuracies. This observation comes from the differences between experiments 1 and 4 and experiment 7, the experiments 2 and 5 and 7, and experiments 3 and 6 and 9. This spread can be explained by the fact that the transition matrices are picked in a random fashion. If all matrices are picked from a single region this experiment will show similar performance to the previous figures. However, for the majority of the trials, these matrices will be picked in equal proportions from both regions and therefore the averaged matrix is in the middle of these two regions. This averaged matrix lies in the infeasibility region, which results in a lower accuracy. Likely, this same effect is also the cause of the difference in sample variance between experiments 7 and 8. Because experiment 8 has an increased number of actions the average matrix is likely to be in the middle of the two regions compared to the averaged matrix of experiment 7. Similar to experiments 3 and 6, increasing the number of states in experiment 9 gives less spread in the accuracy and a more consistent accuracy compared to experiment 8.

Examining all experiments, we conclude that for a mixed Markov process and a pure Markov process the CA has identical performance for both the mixed and the pure process. We thereby confirm the theoretical statements in Section 3.5 about the similarities of these two processes from the point of view of the CA.
In this chapter we investigate the combined approach of clustering on a trajectory and a MDP. We start this chapter with the model formulation we use in Section 4.1. After the model, in Section 4.2 we will introduce the algorithm. After the model and algorithm we describe the extension to the BMC simulator in Section 4.3. In Section 4.4 we will give some examples and analysis of our clustering algorithm. Finally, in Section 4.5 we put some concluding remarks on our algorithm.

4.1 | BMC–MDP model formulation

We start by introducing the Block Markov Chain Markov Decision Process (BMC–MDP) model. Our objective is to incorporate a cluster structure into a MDP. The framework is inspired from the Rich-Observation Markov Decision Process (ROMDP) framework by [16]. With specific assumptions on the shape of the BMC, the ROMDP framework can be altered to fit the BMC–MDP structure and vice versa.

Similar to what we did for MDPs in Section 2.4.2, we will now give a graphical description for the BMC–MDP. This description is shown in Figure 4.1. Our objective now is to incorporate the BMC transition matrix into the description. We assume that the states in blocks (clusters) in the BMC share, besides similar transition probabilities, an identical reward distribution. This results in a framework where the state $S_t$ at time step $t$ is part of a cluster. The cluster at time step $t$ will be denoted by $C_t$, i.e., cluster $C_t = \sigma(S_t)$. The agent selects an action $A_t$ and then the agent receives a reward $R_t$, this reward depends on $A_t$ and $C_t$. Afterwards, the environment goes to the next state $S_{t+1}$ depending on $A_t$ and the previous state $S_t$.

This BMC–MDP can be described by the tuple $M = \langle C, S, A, R^M, P^M \rangle$. Compared to the regular MDP tuple we have added the cluster set $C$. Recall that $S$ and $A$ denote the sets of states and actions, respectively. The elements of these sets are $C_t \in C = \{1, ..., K\}$, $S_t \in S = \{1, ..., n\}$, and $A_t \in A = \{1, ..., l\}$. Here the number of clusters is assumed to be less than the number of states, i.e., $K \leq n$. As indicated in the graphical description, we consider the rewards to depend on the current cluster and action. In the reward we allow for multiple modelling parameters that constitute the reward structure. The reward function $R$ could be of any form as long as $R^M : C \times A \rightarrow \mathbb{R}$. Here every cluster–action pair can contain multiple variables depending on the chosen reward structure. For example, this reward could be a single variable for the probability in a Bernoulli distributed reward or the mean and variance if the reward distribution is Gaussian. The dynamics of this MDP are described by the transition probabilities between states given the action $P^M_{i'i,j} \triangleq \mathbb{P}(S_{t+1} = i' | S_t = i, A_t = j)$, given that $\sum_{i' \in S} P^M_{i',i,j} = 1$. Here $P : S \times S \times A \rightarrow [0, 1]$. These transition dynamics are equivalent to the dynamics of a regular MDP.

We can map the BMC–MDP to an observable MDP $M^{obs} = \langle S, A, R', P' \rangle$. The observable MDP is a translation to a regular MDP tuple on the state set that is observable to the agent. This transition is done in the following way: given that $s$ belongs to cluster $\sigma(s)$ the reward structure satisfies $R'_{s,a} = R^M(\sigma(s),a)$. This mapping follows from the observation that it is possible to map the cluster reward function to a state reward function if the cluster of the state is known. Hence, the reward for the state–action pair $(s,a)$ equals the hidden underlying cluster–action pair reward for that state $(\sigma(s),a)$. The transition matrix $P' = P^M$ as the transition tensor is already state dependent in the BMC–MDP.
4. Cluster Markov Decision Processes

4.1.1 | ROMDP

We will now describe the ROMDP framework [16] and afterwards we will describe how we can alter the BMC–MDP formulation, including the requirements, to fit in the ROMDP formulation. We do this so that we can also identify the differences between the two models and motivate why this new model is introduced.

We describe the ROMDP model using a tuple \( M = (C, S, A, R, T, O) \). In Figure 4.2 a graphical description of the ROMDP is shown. The major difference is that in this model the dynamics are driven by the clusters. The cluster is not observable for the agent, only the state \( S_t \in S \) is. Similar to the previous MDP models \( A \) is the action set. At time step \( t \) we are in cluster \( C_t \in C = \{1, ..., K\} \). The next cluster \( C_{t+1} \) is determined according to the distribution described by the transition tensor \( T \). The transition probabilities between different clusters are given by \( T_{k',k,j} \equiv \mathbb{P}(C_{t+1} = k' | C_t = k, A_t = j) \). Here, \( T : C \times C \times A \to [0,1] \). Because this tensor contains transition probabilities, we must have \( \sum_{k' \in C} T_{k',k,j} = 1 \). In this model the agent only observes the current state \( S_t \) and not the underlying cluster. To determine the current state from the current cluster we use the observation matrix \( O \). The transition to a given state given the cluster follows by \( O_{i,k} \equiv \mathbb{P}(S_t = i | C_t = k) \). Hence the observation matrix maps \( O : C \times S \to [0,1] \), and again we must have \( \sum_{i \in S} P(S_t = i | C_t = k) = 1 \). Note that each observation \( S_t \) can only be generated by one hidden cluster, and thus \( C \) can be seen as a non-overlapping clustering of the states. The rewards are determined by the current cluster and action. This reward matrix is described by \( R \) in the tuple.

![Figure 4.1: Graphical description of a BMC–MDP.](image-url)
The ROMDP model can also be mapped to an observable MDP $M^{obs} = (S, A, R', P')$ [16]. The expected reward satisfies $R'(s, a) = R(\sigma(s), a)$ given that $s$ belongs to cluster $\sigma(s)$. This is similar to the mapping in the BMC–MDP model. The transition probabilities to the next state $i'$, given the current state $i$ and action $j$, can be obtained as $P'_{i',i,j} = \mathbb{P}(S_{t+1} = i' \mid S_t = i, A_t = j) = \mathbb{P}(\sigma(S_{t+1}) = i' \mid \sigma(C_{t+1}) = \sigma(i), \sigma(C_t) = \sigma(i)) = 0_{\sigma(i),\sigma(i')}\mathbb{P}(\sigma(\sigma(i))^T \sigma(\sigma(i')))$. Hence $P'$ is a multiplication of the cluster to cluster probabilities and the cluster to state probability. This equation follows from the Markov property, the assumption that the clusters are non-overlapping, and the law of total probability for conditional probabilities.

4.1.2 | Difference between the ROMDP and the BMC–MDP models

The difference between the ROMDP and the BMC–MDP model is that the environment dynamics are determined by the clusters in the ROMDP model and by the states in the BMC–MDP model. In the ROMDP model the cluster is mapped to a state by the observation matrix. This observation matrix is independent of the previous cluster or state and this results in a constant mapping. In this setting there is no dependency on the previous state. However, in a BMC we do not allow for self jumps. In the ROMDP model it is not possible to model this dependency on the previous state. If the block structure of the BMC contains identical transition probabilities to every state within that cluster, independent of the previous state, then we can rewrite the BMC–MDP model directly to the ROMDP model. This translation is possible because the dependency on the current state disappears and the dynamics can then be described by the current cluster and a mapping from clusters to states.

The BMC–MDP framework is capable of modelling softer cluster structures. The dependency on states opens up more versatility for different kernels that do not have a identical mapping from a cluster to all states within that cluster. For example, consider a cluster structure in which the states in each cluster have identical reward distributions, but in which the state transitions are slightly different for all states in a cluster. Another possibility is a softer BMC, perhaps a MDP in which the sum of all transition probabilities to states within a cluster sum to the intercluster transition probability, i.e., $\sum_{i \in \mathcal{C}_k} P_{i,i,j}^M = P_{\sigma(i),\sigma(i')}^M$ for any $k \in \mathcal{C}$ and $j \in \mathcal{A}$. Here $P_{\sigma(i),\sigma(i')}^M$ is the intercluster probability from cluster $\sigma(i)$ to $\sigma(i')$ given the action $j$. However, all the transition probabilities to a state in this cluster are not necessary equal, i.e., $P_{i,i,j}^M$ does not necessary equal $P_{i',i,j}^M$ for $i',i_2 \in \mathcal{C}_k$ for all $k \in \mathcal{C}$. This kind of setting is able to model the random removal of edges within the state space which results in a lower number of states that are reachable from a particular state, but if the transition matrix remains approximately low rank there is still a single communicating class and a clustering methodology could be applied if the intercluster probabilities are constant for the clusters in the transition matrix.
4.2 | Algorithm structure

Now that we have defined the BMC–MDP we will introduce a algorithm structure to find an optimal policy for this BMC–MDP. We will assume that for every state in a cluster the same action is optimal and therefore map the BMC–MDP to a MDP with the cluster space as its state space. In this MDP we estimate the intercluster transition matrix and reward matrix.

We call our algorithm on the BMC–MDP Cluster Posterior Sampling for Reinforcement Learning (C-PSRL). In Algorithm 6 the pseudo code for C-PSRL can be found. The algorithm consists of three phases that we will describe to get a general feeling of how the algorithm works. In the first phase, the actions are selected uniformly at random. The states, actions, and rewards are all stored in memory until we have seen $T_c$ time steps; the clustering length. In the second phase we run the CA to cluster all states using the state trajectory encountered during the first phase. Finally, in the third phase, we use this cluster assignment to aggregate the data collected in the first phase and solve the MDP using the obtained cluster structure using a RL approach called PSRL. Recall that PSRL is described in Section 2.5.2. We will now describe these three phases in more detail, as well as the design choices that have been made and the parameters that are input to the C-PSRL algorithm. The pseudo-code for C-PSRL can be found in Algorithm 6.

The algorithm starts with an initial phase. The goal of this phase is to pick actions for the MDP and to end with a state trajectory that can be used for clustering with the CA. In Section 3.5 and Section 3.6 we have seen that if each action is picked randomly with some fixed probability and independent of the past, the trajectory generated by such a mixed Markov chain can be clustered using the CA. We will therefore choose to select each action randomly and independently with the same probability in the initial phase. The input that is required for the C-PSRL in this phase is the length of the initial phase $T_c$ and the starting state $S_0$. For an accurate recovery of the states the clustering length $T_c$ has to be at least $n \log n$, and depending on the information quantity of the problem the clustering length should be picked carefully. The initial state $S_0$ is used as the initialization of the history $\mathcal{H}_{T_c}$. The history stores the action $A_{t-1}$, state $S_t$ and reward $R_{t-1}$ for every time step $1, ..., T_c - 1$. At the time horizon $T_c$, the history $\mathcal{H}_{T_c}$ thus contains the state, action, and reward seen, taken, and obtained at every $0 \leq t \leq T_c - 1$ and the current state $S_{T_c}$.

The second phase of the C-PSRL is the clustering phase. The CA is ran on the state trajectory $\{S_0, ..., S_{T_c}\}$ taken from the history $\mathcal{H}_{T_c}$. The output of the CA is the cluster assignment $\hat{\mathcal{C}}$. Because we use the CA the parameters of the CA are required as input to the C-PSRL. These parameters are the number of clusters $K$ and the number of states $n$. Using the obtained cluster assignment $\hat{\mathcal{C}}$ the data in the history $\mathcal{H}_{T_c}$ is aggregated and estimates of the transition matrix and reward structure are made for every cluster, action pair. These estimates will be used in conjunction with the posterior distribution to obtain the sample MDP $\hat{M}$. We derive the policy $\mu$ by finding the optimal policy for this $\hat{M}$, this policy $\mu$ will be used to select actions in the third phase.

The third phase starts by executing the policy $\mu$ found in the second phase. The policy is re-evaluated whenever an evaluation function $f_c(\mathcal{H}_i) = 1$. This evaluation function describes the condition when the algorithm will sample a new MDP $\hat{M}$. The evaluation function could be with fixed time steps or a history based function, in Section 4.2.3 we will describe this function in more detail. We find the optimal policy for this newly sampled $\hat{M}$ using backward induction to get the next policy $\mu$. This policy $\mu$ will be used until the evaluation function equals one again. When this function equals one again the process is repeated, and this continues until we reach a finite time horizon $T_{kor}$.

In the overall design of the C-PSRL algorithm we have made various design choices that will be discussed now, in Sections 4.2.1 – 4.2.4.

4.2.1 | Single clustering moment

We start by examining the case of having a single clustering moment. The alternative would be to cluster at multiple time instances. However, the focus of this thesis is to explore whether a combined approach of clustering, using the CA, and solving on the latent MDP is feasible. One of the potential ways to do this is by looking at the regret bounds. If we use a single clustering moment this could potentially make the analysis of this regret feasible as it does not involve multiple clustering moments with potential changes in the cluster assignment. This is why, for this feasibility study, we opt for a single clustering moment. The C-PSRL consists of a single clustering moment, namely after $T_c$ time steps. Before the CA, the random actions imply that the regret is linear up to the clustering time $T_c$. This linear
Algorithm 6: Pseudo-code for C-PSRL

**Input:** Initial state $S_0$, number of clusters $K$, number of states $n$, time horizon $T_{hor}$, clustering length $T_c$, evaluation function $f_e$ and posterior distribution $\Phi$

1. $\mathcal{H}_0 = \{S_0\}$
2. **while** $t = 0, \ldots, T_c - 1$ **do**
   3. select $A_t$ uniformly at random
   4. receive reward $R_t$, observe new state $S_{t+1}$
   5. update history: $\mathcal{H}_{t+1} = \mathcal{H}_t \cup \{A_t, R_t, S_{t+1}\}$
3. **end**
4. **while** $t = T_c$ **do**
   5. select $A_t$ uniformly at random
   6. receive reward $R_t$, observe new state $S_{t+1}$
   7. update history: $\mathcal{H}_{t+1} = \mathcal{H}_t \cup \{A_t, R_t, S_{t+1}\}$
   8. run Clustering Algorithm on state trajectory in $\mathcal{H}_t$ and obtain $\hat{C}$
   9. sample MDP $\hat{M}$ using $\mathcal{H}_{t+1}$ and $\hat{C}$ using the posterior distribution $\Phi(\cdot \mid \mathcal{H}_{t+1})$
   10. compute policy $\mu$
5. **end**
6. **while** $t = T_c + 1, \ldots, T_{hor}$ **do**
   7. if $f_e(\mathcal{H}_t) = 1$ **then**
   8. sample MDP $\hat{M}$ using $\mathcal{H}_t$ and $\hat{C}$ using the posterior distribution $\Phi(\cdot \mid \mathcal{H}_t)$
   9. compute policy $\mu$
10. **end**
11. execute policy $\mu$
12. $\mathcal{H}_{t+1} = \mathcal{H}_t \cup \{a_t, r_t, s_{t+1}\}$
13. **end**

Regret is determined by the multiplication of the probability of every action multiplied by the immediate regret of that action. If the regret of the algorithm after the clustering step can be bounded, this directly yields a bound on the regret of C-PSRL. Nevertheless, an algorithm that contains multiple clustering moments could potentially yield better performance in terms of regret or the number of optimally picked actions.

### 4.2.2 | PSRL after clustering

In C-PSRL we first choose actions randomly, then once the states are clustered, PSRL is applied to the lower dimensional problem. However, for the last stage we could have taken any RL algorithm instead of PSRL. In this section we motivate why we chose PSRL over other RL methods.

The majority of papers that combine a clustering method with a MDP opt for a Optimism in the Face of Uncertainty (OFU) based RL algorithm, see for example [15] and [16]. The OFU algorithms, see Section 2.5.1, are provably efficient, but can perform poorly in practice. Rescaling of the confidence sets has been suggested to obtain better empirical performance, e.g. see [41]. A study on the performance of OFU–RL algorithms and PSRL on a finite horizon episodic MDP has been conducted by [42]. This study empirically shows that PSRL outperforms algorithms driven by optimism and they derive a regret bound for PSRL in a finite-horizon episodic MDP. This paper also gives insight in the shortcomings of OFU–RL in terms of the computational tractability. This problem even exists in the bandit problem, the confidence set of UCB has to be rectangular to be computational tractable instead of the efficient ellipsoidal confidence set, as efficient optimization over this ellipsoidal confidence set can be NP-hard. Whereas Thompson Sampling (TS) remains computational tractable as it only generates a single problem instance. It is likely that similar problems cannot be overcome in the MDP problem.

At the start of this project we gained insight into RL by empirically looking at the performance of various bandit algorithms. In various simulations TS performed better than UCB. The only difficulty was to select a good prior distribution as opposed to a properly scaling confidence bound. When we analysed the extension to the MDP problem, and considered the different algorithms that were available, the natural extension of TS; PSRL, had the same difficulty of selecting a prior compared to
the selecting an appropriate scaling confidence sets in the OFU methods. This difference is highlighted because in a MDP sampling from a prior distribution stays the same, there is just the extension to a transition and reward prior. However, in OFU based methods you end up with a confidence set over two unknown variables over which you have to optimise.

Using a prior distribution is an elegant yet simple solution and if we can formulate a proper prior distribution it is a statistical efficient estimator with a low computational requirement compared to tuning confidence bounds. On top of that, the problem of finding proper scaling of these bounds still remains. Nevertheless, when we combined the study of [42] with the earlier bandit observations, we opted for using PSRL as a first study.

4.2.3 | The evaluation function $f_c$

Next we will determine that the evaluation function should have increasing length intervals between evaluation moments while the algorithm is running. The evaluation function $f_c$ defines the moment when the algorithm re-optimizes and determines a new policy by using the posterior distribution and the history. This is essentially a function to determine how often you want to re-evaluate the current policy and adjust it. We use an evaluation function because the majority of the computational load of our algorithm in the third phase comes from re-adjusting the policy. Note that when we have the information of a large number of time steps the extra information that one extra time step provides will most likely not be enough to change the policy. This warrants our choice not to re-evaluate the policy at every time step. By making this choice the computational load of the algorithm decreases. However, at the start of the agents’ interaction with the environment the extra information of a time step is significantly higher than the information gained when nearing the time horizon. Hence, the evaluation function should be of increasing length between re-evaluation moments. The necessary increases of re-evaluation intervals rises the question what the lengths of these intervals should be. There are two potential solutions: we can fix predetermined intervals, or we can choose intervals based on the data seen by the algorithm. With fixed intervals the re-evaluation is independent of the actions. If that is the aim of your algorithm an evaluation function that describes fixed intervals is a good solution.

However, for a general application an interval based on the history is likely superior. This statement is motivated by the fact that these intervals should contain enough extra information for the re-evaluation to make sense and not solely based on the time that passed since the last evaluation moment. In our implementation we therefore opt to pick a history based evaluation function. At each evaluation moment we store the number of times that every estimated cluster–action pair is seen. We store this in the variable $N^h_{c,a}$. Here $h$ denotes the number of evaluation moments that the agent encountered. When one of these estimated cluster–action pairs is seen a multiple of $c_e$ times, the re-evaluation is executed and the number of cluster-action pairs of evaluation moment $h+1$ is stored again. This history based evaluation function is defined as

$$f_c \begin{cases} 
1 & \text{if } N^h_{c,a} > c_e N^h_{c,a} \text{ for any } c \in \mathcal{C}, a \in \mathcal{A} \\
0 & \text{otherwise} 
\end{cases} \quad (4.1)$$

Here $>$ is used to illustrate that not all entries but only a single entry has to be $c_e$ times larger. For example, suppose we take $c_e = 2$. This implies that we re-evaluate the policy when any cluster–action pair is executed twice as much compared to the last evaluation moment. Note that if we take $c_e = 2$ we have double evaluation epochs similar to the execution framework of [34]. This increase in the number of data samples warrants a re-evaluation.

4.2.4 | The prior distribution

One of the key features of the PSRL algorithm is that prior information about the BMC–MDP structure can be used in the prior distribution $\Phi$. This prior distribution is used to sample the transition probabilities and the reward matrix of a MDP at every re-evaluation moment. For PSRL it is suggested by [42] that a uniform Dirichlet prior for transitions and a $N(0,1)$ prior for rewards are a simple way to encode having little prior knowledge. The Dirichlet distribution is a multivariate Beta distribution. Note that the array of observed transitions to every state given the current state action pair follows a multinomial distribution. Nevertheless in PSRL a Dirichlet prior is used. We think that this choice is made because both distributions have the same mean and variance. The benefit of the Dirichlet distribution is that the output is a transition vector to all possible states and that it uses the observed transitions as input.
For the reward a normal distributed prior is chosen as a general model. The estimated mean will then converge to the real mean and by using a Gaussian distribution we model how certain we are of our estimate through the estimated variance. In research on MDP algorithms, the assumption often is made that the transition dynamics are harder to grasp than the reward dynamics. The reward is easier to learn because the reward matrix is independent of the next state, the transition tensor has $|\mathcal{S}| \times |\mathcal{A}| \times |\mathcal{S}|$ entries and the reward matrix has $|\mathcal{S}| \times |\mathcal{A}|$ entries. Therefore, in MDP algorithm research the focus often lies on what speed the algorithm can learn the transition matrix.

In our combined approach we grasp most of the transition dynamics of the environment through clustering because the estimated transition matrix is used in the spectral step of the CA. If we have an adequate number of samples to estimate these matrices for every state–action pair it is likely that we also have enough information to estimate the reward for that state–action pair. In our cluster based approach this effect is moreover enhanced because we aggregate data of all the states in a cluster. This gives us the incentive to use the estimated mean as a prior for the reward structure of the MDP for every cluster–action pair. Nevertheless, if the reward distribution is known a priori we can utilise this information by selecting the proper prior distribution. For example, if the rewards are Bernoulli distributed we can keep track of all the fails and successes of the reward and use a Beta distribution to sample the reward, similar to TS. Compared to using the estimated mean this method prefers exploration as the uncertainty of all estimates is taken into account. The effect of these kind of prior reward distributions is investigated later in Section 4.4.2.

4.3 | BMC–MDP simulator

To simulate the BMC–MDP and implement our C-PSRL we have extended the BMC simulator described in Section 3.2. The two classes, the environment class and the agent class, have remained the same. Both classes have received extra functions. This section describes our additions to these two classes, as well as additions to the utility functions.

4.3.1 | Environment Class

To the environment class of the BMC simulator we add a Calculate Q-values function. The original functions, adopted from the BMC simulator, are extended to handle multiple transition matrices for the trajectory generated. Besides this extended dynamic the reward structure is incorporated.

• The initialise function takes as input a transition tensor. Besides the transition tensor, it requires a reward matrix. This reward matrix contains all parameters needed to describe the reward distribution for every cluster action pair. Providing an initial state is still possible as it is an optional input.

• The advance function now requires an input, which stands in contrast to the advance function in the BMC simulator. Specifically, this input is an action. Based on this action and the current state, a reward is output using the reward distribution given by the initialisation. Besides a reward, a transition matrix is selected based on the action taken, and the next state is then determined.

• The reset function remains the same.

• The Calculate Q-values function is a new function that is used to determine the optimal policy and the regret of an agent. This function uses backward induction, Algorithm 1, to determine the value function at every time step. The input required for this function is therefore the time horizon $T_{kor}$. The output is the value function for every cluster–action pair for every time step $0 \leq t \leq T_{kor}$. The difference in the value function between the optimal action and the selected action is used to calculate the regret.

Besides extending the environment class the supporting functions were also extended to generate input parameters for the BMC–MDP setting.

4.3.2 | Agent Class

The Agent class is extended with a third function, the select an action function. The way an agent operates is programmed into each agent. However, the agent always interacts with the environment using these three function so that using every agent is identical.

• The initialise function creates the agent. To initialise the agent this function requires: the clustering length, the final time horizon, the number of clusters, the number of states, and the number of times the CIA has to be run in the second step of the CA as input. Besides these inputs, there
are optional arguments for the initialise function. These optional arguments determine whether the state and action trajectories have to be stored in memory.

- The update function takes as inputs the recent observations: the selected action, the received reward, and the new state. The history is updated and based on the evaluation function it determines if re-evaluation of the policy is needed. If re-evaluation is required, the new policy is determined.
- The select an action function outputs an action of the agents based on the current policy of the agent and gives this action as output.

### 4.3.3 Utility functions

The objectives of the utility functions in our BMC–MDP simulator are identical to the objectives of the utility functions in the BMC simulator. In the BMC–MDP simulator the utility functions include for example, functions to plot the regret using the value function, as well as the action and state trajectories.

### 4.4 Examples

#### 4.4.1 First glance on Cluster PSRL

To get a feeling for the performance of C-PSRL we empirically compare the performance of C-PSRL to a comparable implementation of PSRL on the states. This is not a fair comparison because the C-PSRL uses more information, namely that the states can be described using a lower dimensional number: the clusters. Our experiment gives insight into what utilising this extra information can do. We investigate the performance of this algorithm using the regret. Here the immediate regret for every decision epoch is the difference in the value function between the action taken and the optimal action with the highest value function as seen in (2.11).

To compare both algorithms we take a finite horizon trajectory of length $T_{\text{hor}} = 2000$ and we run 10 different trials. These trials are on a MDP in which the reward means and the transition matrices are different for every action. These differences are large so that for every action, for the majority of the clusters, the next state is likely to be in a different cluster for every action. This means that the optimal policy can be learned quickly using standard MDP techniques. For the C-PSRL a clustering time $T_{c} = 100$ is used. As a first experiment, we provide the real cluster assignment to the algorithm at the clustering time. With the correct cluster assignment as input to this simulation, this experiment will give a first insight into the performance of C-PSRL without the interference of clustering errors. The evaluation function $f_c$ is set to a history based evaluation function, see (4.1), with $c_e = 2$. Hence if any cluster action pair is observed twice as often compared to the previous evaluation point the algorithms re-evaluates the policy. For the state implementation there is no clustering step, so PSRL is ran starting at the first time step on the state using the same prior distribution and evaluation function. The problem consists of $n = 8$ states containing $K = 3$ clusters of sizes $\alpha n = (3, 3, 2)$. The number of states is initially picked low in this example to illustrate a minimal situation where clustering can potentially be a positive factor in the performance of a RL algorithm on this MDP. The larger the number of states is compared to the number of clusters, the larger the influence of clustering will become. The number of actions is $l = 3$ and at $T_{c}$ the correct clusters are given to the C-PSRL. The rewards are Bernoulli distributed with $R = (0.8, 0.7, 0.65; 0.7, 0.8, 0.75; 0.6, 0.6, 0.75)$. The intercluster transition matrix $p[l]$ for all actions $l \in \{1, 2, 3\}$ are

$$
p[1] = \begin{bmatrix}
0.0450 & 0.0350 & 0.9200 \\
0.0125 & 0.0900 & 0.8975 \\
0.0400 & 0.9000 & 0.0600 \\
\end{bmatrix},
p[2] = \begin{bmatrix}
0.0350 & 0.9200 & 0.0450 \\
0.8975 & 0.0125 & 0.0900 \\
0.0400 & 0.9000 & 0.0600 \\
\end{bmatrix},
p[3] = \begin{bmatrix}
0.9200 & 0.0350 & 0.0450 \\
0.0125 & 0.8975 & 0.0900 \\
0.9000 & 0.0600 & 0.0400 \\
\end{bmatrix}.
$$

(4.2)

In Figure 4.3 the results of this simulation are shown. Notice from the blue solid lines that at the clustering length $T_{c}$ the C-PSRL estimates the reward and transition matrix sufficiently to find the optimal policy in the majority of the trials. In this example, at the time horizon, all trials using C-PSRL found the optimal policy. However, in this case the cluster sizes are small, which warrants the question whether picking a random action for the cluster length is beneficial over optimizing on the larger number of states. In Figure 4.3 you can see that this is not the case for all simulations. This indicates that when the number of clusters is relatively close to the number of states it would likely not be beneficial to use a cluster based RL algorithm over a RL algorithm on the states.
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To show the influence of a larger number of states compared to the number of clusters, we will now increase the number of states. This shows the strength of our clustering methodology. An otherwise identical simulation is ran with the number of states increased to eighty instead of eight with cluster sizes \( \alpha n = (30, 30, 20) \). We increase the clustering time to 1250. The clustering length is around \( 3 \ln n \). In this situation, the correct cluster assignment is still given to the algorithm at \( T_c \). Besides this experiment in which we give the exact cluster assignment, we will now also show the results of an experiment in which the clustering is done by the CA at the clustering length \( T_c \). To indicate the difficulty of clustering in this example, we give the average intercluster transition matrix

\[
P_{\text{avg}} \approx \begin{bmatrix}
0.3333 & 0.3300 & 0.3367 \\
0.3075 & 0.3333 & 0.3592 \\
0.3267 & 0.6200 & 0.0533
\end{bmatrix}.
\] (4.3)

This averaged matrix is computed by multiplying the intercluster transition matrices, seen in (4.2), with a probability of \( 1/3 \) for every matrix. From the intercluster transition matrices in (4.2) you can observe that the first two clusters have different dynamics for the different actions. But the averaged transition matrix in (4.3) shows a matrix with little variation between the transition probabilities of clusters one and two. Therefore, even though the behaviour of the first two clusters is not similar, the entries of the averaged matrix are similar. We expect that, because the averaged intercluster transition matrix of cluster three is different compared to the averaged transition matrix of cluster one and two, the CA is likely capable to cluster the states of cluster three correctly. We can thus expect that it will be difficult for the CA to cluster the states of the first two clusters.

In Figure 4.4 the results of these two experiments are shown besides the results of the PSRL algorithm applied on all eighty states. From Figure 4.4 you can observe that finding the optimal actions for the states using the PSRL algorithm yields a lower regret at the time horizon \( T_{\text{hor}} \) than the cluster based algorithms with this specific clustering length.

Next we look at C-PSRL’s regret in Figure 4.4. The dotted red line indicates that the optimal policy is found for all clusters at \( T_c \) when the real cluster assignment is given to the algorithm. This is observed from the horizontal line after the clustering length for all trials. When we compare the dotted red line with the solid blue line we can conclude that the CA is not able to consistently cluster the states correctly with this clustering length. There is a decrease in the slope after the clustering length when the CA is used as can be denoted from the blue line. When we compare the two clusters based curves we observe that, when we inject the exact cluster assignment, the regret curve are horizontal after the clustering length.
length. When we cluster with the CA we see a linear increasing line. We therefore can conclude that at this clustering length the performance of the CA differs and the linear slope is an indication of the accuracy of the cluster assignment. When we operate in the critical regime, the required clustering length

![Image of regret curves](image)

Figure 4.4: The regret for 10 trials of C-PSRL and PSRL on a MDP with $n = 80$ states, $l = 3$ actions, $k = 3$ clusters and cluster sizes of $(30, 30, 20)$. The clustering time $T_c = 1250$ and the total finite horizon of this simulation is $T_{hor} = 2000$ time steps.

for exact detection depends on the information quantity $I(\alpha, p)$ of the averaged intercluster transition matrix. Considering that the feasibility region for the critical regime is defined asymptotic as $n \to \infty$ the clustering length might not be sufficient to cluster the states even if the minimum information quantity condition is met for the asymptotic case. This example illustrates the importance of a correct cluster assignment for the algorithm as all the data of the states in these clusters is aggregated. Therefore we conclude that the cluster assignment and thus the selection of the clustering length $T_c$, as the algorithm clusters once, is of vital to the performance of the C-PSRL.

4.4.2 | The evaluation function and the prior distribution

Next we are going to investigate the influence of the evaluation function and the prior distribution for the reward that are used to sample the MDP. We investigate the evaluation function because the majority of the computational cost of the C-PSRL in the third phase, comes from the number of re-evaluations. At these re-evaluation moments the MDP is sampled and the optimal policy is recalculated for this sampled MDP. At the other time points in the third phase the current policy is purely being executed and the history, or the estimates of the prior distribution, is begin updated, and this is computationally not intensive.

Within this section we look at the evaluation function $f_c$ that determines when we re-evaluate the current policy and thus also the start of the next episode. The type of evaluation function we investigate is the history based evaluation function. The condition that has to be met to go into the next episode is $N_{c,a}^{h+1} > c_e N_{c,a}^h$, see (4.1). Here $N_{c,a}^{h+1}$ denotes the number of times the estimated cluster action pair $c, a$ is seen by the algorithm at the re-evaluation episode $h$. The next episode $h + 1$ starts when one of the cluster action pairs is seen $c_e$ number of times. We will investigate the influence of the evaluation constant $c_e$. We will also look at the influence the prior distribution has on the reward. The prior distribution determines how the MDP is sampled from the history. In Section 4.2.4 we discussed the influence of the prior distribution on the sampled MDP and explained that the choice of prior influences the exploration behaviour of C-PSRL. Within this section we will investigate two types of reward prior: the estimated mean and a Beta prior distribution.

In the previous section we have seen regret curves for various trials in a single figure. However, if the number of trials increases this kind of plots become messy. We will therefore report the regret distribution at a certain time step using a box plot. The box plot reports the median, a box surrounding this median, the whiskers, and statistical outliers. The box reports the spread of quartile one to quartile three, i.e., the middle fifty percent of the data. The whiskers are generated with a maximum length of
1.5 times the width of the box or with a length that contains all sample points. If there are points outside this maximum whisker length they are considered statistical outliers.

First we will show a general regret distribution for a single problem and illustrate the behaviour of this regret curve over time. Besides this we will draw the box plot at the time horizon to illustrate how a box plot reports the distribution at this particular time step. The C-PSRL algorithm uses a history based evaluation function with $c_e = 1.5$ in this experiment. The reward matrix is sampled from a Beta prior distribution, and we choose a time horizon $T_{\text{hor}} = 10000$. We optimize for a MDP with transition matrices as in (4.2). The reward is Bernoulli distributed and the means for every cluster–action pair are relative far apart and range from $0.6 - 0.9$. There is at least $0.05$ difference between every reward mean. The cluster assignment is injected in this simulation, meaning that the cluster assignment is correct at $T_f$. For this experiment we run 500 trials.

From Figure 4.5 we can observe by the horizontal line of the third quartile that at least 75 % of the trials converge to the optimal policy. This convergence is observed after around five thousand time steps. Based on Figure 4.5 we conclude that for most trials the regret is stable after a time interval of around four thousand in this case. For reference also the maximum observed regret from these five hundred trials is plotted with a dashed line. The box plot that is obtained at $T_{\text{hor}}$ is shown to the right.

![Box plot over 500 trials of the regret over a time horizon of 10000 time steps. Here, the evaluation constant is $c_e = 1.5$, and the reward is drawn from a Beta distribution.](image)

The outliers in Figure 4.5 can be explained with the exploration versus exploitation dilemma. The MDP that is used to determine the policy is sampled using a prior distribution. If the estimates of the reward matrix and the transition matrix are not close to the real value, the algorithm keeps believing that a non-optimal action is optimal. This results in a linear regret curve (as seen from the maximum line in this figure). Due to the fact that the estimates depend on a finite number of observations, it is statistically possible that these estimates are far from the true values. However, due to the number of samples, the algorithm is certain about its estimate and starts exploitation of the non-optimal policy that is determined from these inaccurate estimates.

The Spectral Clustering Algorithm clusters by doing a $K$-means step and a SVD of the transition matrix of the BMC. If we are at sufficient length to cluster the states into the clusters with a high accuracy we can interpret this as the agent having an understanding of the dynamics of the MDP. The challenge for the agent in C-PSRL at this point is understanding the reward structure. Fortunately as we saw in Section 4.2.4, the reward structure is usually the easier structure to learn as there are fewer options to be explored. We will now describe two scenarios that suggest that exploration on the reward is favourable. Both these scenarios result in an agent picking the non optimal action if there is no reward exploration in C-PSRL. This behaviour can be seen in Figure 4.3 in which the green lines are potentially caused by this phenomena, as well as from the maximum line in Figure 4.5.

Assume that we are given a state, and that we set the reward mean in the order of $\sim 1/T_f$. This results in estimates of the reward mean and its variance at the clustering length $T_f$ that are of the same order as the actual mean. This means that the C-PSRL has not grasped the dynamics of the problem at the clustering length $T_f$, and further exploration is needed to improve the estimate of the reward.
This same phenomena can also be observed in the case that the reward means of two actions are considerably separated.

We will now investigate the first case is a Beta prior distribution. The number of data points will be logged similar to the Thompson Sampling approach for bandits, see Section 2.3.3. We use a Beta distribution on the number of successes and fails for every estimated cluster–action pair and sample the rewards using this distribution. We now also investigate the case in which we directly map the estimated mean to the sampled MDP reward matrix. In this situation we do not take the number of observations of this estimated cluster–action pair into account.

We expect the Beta distribution to be a deciding factor in performance if exploration is needed because the reward means are within a small range of each other for all actions. We use a MDP with transition matrices as in (4.2). The Bernoulli reward mean for all cluster action pairs have a small range and therefore are expected to be difficult to estimate within the clustering length or the horizon length. The reward means are in the range of 0.02 to 0.05 in this experiment. For Bernoulli distributed reward the mean corresponds with the probability of getting a reward of one. The cluster assignment is injected in this simulation, so the cluster assignment is correct at $T_n$, meaning that we can solely focus on the influence that the prior distribution and the evaluation constant $c_e$ has on the results. In this experiment we run 500 trials. In every trial for all the different $c_e \in \{1.1, 1.25, 1.5, 2, 2.5, 3\}$, the same trajectory up to $T_n$ is used so that the estimates of the transition tensor and the reward matrix for all estimated cluster–action pairs at the first evaluation moment are equivalent. We have $n = 30$ states, $\ell = 3$ actions with $K = 3$ clusters. The cluster sizes are $(15, 8, 7)$ and we use a clustering length $T_c = 100$ and look at the cumulative regret for a finite horizon $T_{hor} = 500$. We use such a low number of states because we inject the clustering assignment into the CA. This number of states is sufficient to show the general behaviour of both parameters investigated in this section. In Figure 4.7 the box plot of the regret at the time horizon $T_{hor}$ is shown with on the left the box plot of the regret if we use a Beta distribution to sample the reward structure of the MDP and on the right when we use the estimated reward mean. Based on this reward mean we expect to see different behaviour for the C-PSRL because the estimates at the clustering length are probably not accurate enough to distinguish the different means. The box plots of the regret at the horizon of this experiment are shown in Figure 4.6 for both the Beta prior distribution as well as the sampling based on the estimated mean.

From the right plot in Figure 4.6 we can observe that for all $c_e$ the spread of all box plots is in the same range. This can be explained by the fact that if the estimate is correct at the clustering length, the agent will only pick the optimal action and therefore remain a low regret is incurred. On the other hand if the reward mean of the best action is underestimated using this sampling method there is no exploration and this action is never picked with high probability which results in a high regret. Hence you can observe constant performance independent of the evaluation constant, in terms of regret, using this sampling method for all evaluation constants. When we observe the box plots in the left hand plot we can see different shapes compared to the right plot. The median is higher than the estimate version but the boxes have a lower range so the performance of the algorithm when we use a Beta distribution to sample the reward is more consistent. A priori you may expect the minimum regret to be higher because the Beta distribution should enhance exploration and this is the case as the minimum regret value is higher.

The influence of the evaluation constant is clear from the left plot in Figure 4.6. Having a higher evaluation constant means that the algorithm will re-evaluate on fewer occasions compared to when the evaluation constant is small. You can observe the regret value of the outliers to decrease when the evaluation constant goes up. The algorithm performs becomes more consistent when the evaluation constant is high. An action is performed for a longer duration and that results in a larger spread in the box plot, between the minimum and maximum observed regret, when the evaluation constant increases. This is expected because if the optimal actions are taken and the policy is not re-evaluated regularly this yields a low regret and the algorithms can perform like it would when we use sampling using the estimated reward in the right plot.

To test our hypothesis from Section 4.2.4 that states that the estimated mean is a good prior if the reward structure is more distinguishable. We take the parameters of the previous experiment but we change the reward matrix. The Bernoulli distributed rewards means are relative far apart and range from $0.6 \rightarrow 0.9$ for every cluster action pair and there is at least 0.05 between every reward mean. We plot the results of this experiment in Figure 4.7.

From the right plot in Figure 4.7 we can observe that for all $c_e$ the spread of the regret are in the
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Figure 4.6: Box plots of the regret at the time horizon $T_{hor}$ for various $c_e \in \{1.1, 1.25, 1.5, 2, 2.5, 3\}$ for two different methods to sample the MDP. Left the reward is sampled from a Beta distribution, and on the right the estimated mean is used as the reward for the sampled MDP. The Bernoulli distributed reward means in this simulation are in the order of $0.02 - 0.05$.

The same range if we use the estimate mean to sample the MDP. Because the majority of the samples is in the lower range the reward mean at $T_e$ for all cluster action pair are often accurate to distinguish the and this yields the selection of the optimal action at $T_e$. Because the sampling of the reward is using a greedy policy the policy has a high probability of picking this action for the entire duration. This explains the range of the box plot as the agent continues picking the non optimal or optimal action. But in the majority of the cases the first estimate is close to the real mean as the majority of samples, the box plot range, is in the lower part. If exploration is encouraged, which is done if we use a Beta distribution, you expect that the minimum regret value is higher as the agent tries the various action options for every cluster. If we look at the left plot we can see that this is the case as the minimum regret is slightly higher than the minimum regret in the right plot. The maximum regret on the other hand is lower and this comes from the fact that if the estimate of the MDP are wrong and the action that gives the highest immediate regret is not always picked because we favour exploration. The range of the box plot without outliers is larger and the median is larger than when we use the Beta distribution to sample.

Figure 4.7: Box plot of the regret at the time horizon $T_{hor}$ over 500 trials for various $c_e \in \{1.1, 1.25, 1.5, 2, 2.5, 3\}$ for two different methods to sample the MDP. Left the reward is sampled from a Beta distribution and in the right figure the estimated reward mean is used as the reward mean for the sampled MDP. The reward means in this simulation are in the order of $0.6 - 0.8$.

The evaluation constant $c_e$ main influence is on the computational power required to run the algorithm. The evaluation constant did not influence the median regret found by the algorithm. That
is expected because on average the algorithm performs the same, the influence is expected to be on the regret spread of the algorithm. We can conclude from Figure 4.6 and 4.7 that the regret spread that is obtained using a Beta prior distribution is lower than the spread when we use the estimated mean to sample the MDP.

4.4.3 | Comparison of C-PSRL to TS

We are now going to investigate the performance of C-PSRL on a MDP that has a constant transition matrix for every action. This results in a MDP in which the action only determines the reward received and not the dynamics of the system. We can therefore compare our algorithm to a modified version of a bandit algorithm. We do this to see what the difference is between an algorithm that is specifically aimed at optimizing this problem, the bandit algorithm, to an algorithm that should be capable of solving this problem but has additional parameters that it estimates.

We start with an explanation of how we use a bandit algorithm in this situation. If the transition matrix is not dependent on the action, this kind of MDP can be formulated as a clustering problem. Once the clusters are found, we can use a multi armed bandit algorithm on every cluster. This is because it is not possible to influence the dynamics of the MDP so the only thing that can be influenced by the agent is the reward received by picking the appropriate action that yields the highest reward. We will use Thompson Sampling (TS) with a Beta distribution prior. The number of successes and fails is tracked for every estimated cluster–action pair. For C-PSRL we will also have Beta distribution as prior for the reward and we will use a history based evaluation function with $c_e = 1.5$.

We take a MDP with $l = 3$ actions with intercluster transition matrix $P^m = (0.92, 0.045, 0.035; 0.0125, 0.8975, 0.09; 0.04, 0.06, 0.9)$ for all three actions. The reward is Bernoulli distributed with the reward matrix $R^M = (0.02, 0.05, 0.025; 0.1, 0.08, 0.09; 0.09, 0.035, 0.045)$. We have $n = 100$ with cluster sizes $(55, 20, 25)$. We take a clustering length of $T_c = 1000$ and a finite time horizon $T_{cor} = 8000$. For both the TS and C-PSRL we use the CA to cluster the states. We use 500 trials for both algorithms. The initial trajectory for $t$ until $T_c$ is identical for both methods. Hence the initial estimated reward matrix at $T_c$ is identical for both methods.

In Figure 4.8 we can see the results of this experiment. The two left plots show the box plot at the time horizon $T_{cor}$ of both methods. The regret curve is shown in the most right plot. We compare the two box plots and see that the spread in the regret of C-PSRL is larger than the spread of TS on the three different estimated clusters. This behaviour is expected because the in the bandit approach we made assumptions on the dynamics and therefore reduced the complexity of the problem to learning the reward matrix only. In C-PSRL we estimate the transition matrix next to the reward matrix and that results in more parameters that can be estimated poorly. It is however surprising that the mean and median are almost of a similar height for both methods. This means that, for half of the trials, the two algorithms have similar performance. However, it appears that the C-PSRL does poorly in recovering from wrong estimates as the maximum curve in the right plot is linearly increasing. The third quartile (top of the box) and with that the size of the box is notably higher for the C-PSRL.

![Figure 4.8: Comparison of TS on the estimated clusters to C-PSRL for the case of $K = 3$.](image)
Based on Figure 4.8 we can conclude that a bandit inspired algorithm performs more consistent on this problem. That is to be expected and we hoped, beforehand, that the C-PSRL would perform in a similar manner. If C-PSRL would perform similar, our algorithm would be able to consistently solve lower complexity problems that can be fitted in the framework. We see that for the majority of the trials this is true, but C-PSRL seems to get sometimes stuck in a non-optimal strategy. However, this strategy is still the best strategy to the algorithms knowledge. The algorithm getting stuck in a non-optimal strategy is most likely caused by poor estimates due to a low finite number of samples.

It has to be noted that in this experiment for the bandit algorithm the best action is calculated at every time step. C-PSRL picks the best action according to a policy that is estimated at every re-evaluation moment. If we would use a prior distribution stating that all transition matrices are the same and we use an evaluation function that re-evaluates at every time step, that would make C-PSRL identical to this bandit approach. Technically in the bandit approach we used the correct assumption that there is no dependency on the transition matrix. By picking the proper prior for the transition matrix we could add this extra information into C-PSRL.

4.4.4 | C-PSRL

In the majority of the previous examples we have injected the cluster assignment at the clustering length. We injected this cluster assignment to analyse certain parameters and behaviour of the C-PSRL in the ideal situation that the estimated cluster assignment is correct. We are now going to investigate the performance of C-PSRL when we use the CA and compare the performance to PSRL on the states of the MDP where we do not leverage clustering.

In both Figure 4.3 and Figure 4.4 we have seen that PSRL on states can outperform C-PSRL. Both examples use a Bernoulli reward distribution in which the reward probabilities are far apart. Hence, the difference in these means is easily recognized by the agent. We increase the number of states to $n = 100$ and make the reward similar to each other by choosing $R = (0.02, 0.05, 0.025; 0.1, 0.08, 0.09; 0.09, 0.035, 0.045)$. We take a MDP with $l = 3$ actions with intercluster transition matrix $P^n = (0.92, 0.045, 0.035; 0.0125, 0.8975, 0.09; 0.04, 0.06, 0.9)$ for all three actions. The clustering is performed using the CA. We run twenty-two trials for both algorithms and plot the median, the first and third quartile (box of the box plot) along side the maximum and minimum regret we observed in Figure 4.9. You can conclude that for this MDP the PSRL algorithm has difficulty estimating the parameters within this horizon. The regret curves keep increasing linearly and do not show any sign of slowing down. The curves for C-PSRL after the clustering length $T_c$ are decreasing in slope compared to the random actions before we clustered.

![Figure 4.9: Comparison of PSRL and C-PSRL.](image-url)
Calculating the policy on this number of states is computational heavy. We assume the same number of re-evaluations in both methods, every backward induction step to calculate the policy is an iteration over the size of the action space, then for every action a sum of the entire state space. We do this iteration for all states at every time steps un till to the time horizon. So by using a cluster based approach for a re-evaluation moment at time $t$ we use $(T_{hor} - t)|\mathcal{S}||\mathcal{A}|\mathcal{S}$ operations and by using a cluster based method the $|\mathcal{S}|$ reduces to $|\mathcal{C}|$. The regret curve in Figure 4.9 makes it clear that a RL algorithm on the total space set cannot compare in performance to a cluster based methodology. Next we will illustrate some examples of C-PSRL on different situations in which we increase the number of states drastically to the region where clustering is of more added value. We have $K = 3$ clusters that contain a total of $n = 500$ states. The cluster sizes are $(200, 125, 175)$. We have $l = 3$ actions and define the intercluster transition matrices for all actions by

$$
P^{[1]} = \begin{bmatrix}
0.0450 & 0.9200 & 0.0350 \\
0.0125 & 0.0900 & 0.8975 \\
0.0400 & 0.0000 & 0.0600
\end{bmatrix},
P^{[2]} = \begin{bmatrix}
0.0350 & 0.9200 & 0.0350 \\
0.08975 & 0.0125 & 0.0900 \\
0.0400 & 0.0000 & 0.0600
\end{bmatrix},
P^{[3]} = \begin{bmatrix}
0.9200 & 0.0350 & 0.0450 \\
0.0125 & 0.8975 & 0.0900 \\
0.0000 & 0.0600 & 0.0400
\end{bmatrix}.
$$

The results are shown in Figure 4.10. This Figure indicates the simulations for two different reward matrices. We do not show the first time steps until we get close to $T_{hor}$ as the regret curve is just a linear line. Instead we focus on the performance after the clustering step. In Figure 4.10a the results are shown for the reward matrix $R^{M} = (0.8, 0.3, 0.3; 0.5, 0.8, 0.4; 0.3, 0.3, 0.65)$. When we analyse the slope in Figure 4.10a, it suggests that the clustering performance from the CA is not exact for this trajectory length. From the fact that for all trials the slope is identical, we can conclude that the clustering performance is consistent and fifteen thousand is a sufficient number of samples to distinguish the nine different estimated cluster–action pairs. The linear slope therefore is solely caused by the misclassification of states.

Finally we increase the difficulty in the reward structure by making the Bernoulli reward means closer. Specifically, we set $R^{M} = (0.02, 0.05, 0.025; 0.1, 0.08, 0.09; 0.09, 0.035, 0.045)$. The results for this otherwise identical simulation are shown in Figure 4.10b. The clustering behaviour is similar to the experiment of Figure 4.10a, because the reward sequence is not taken into account by the CA. By looking at the regret curves after the clustering length we observe that for this trajectory length the C-PSRL is not convinced by the reward structure as we can clearly observe the re-evaluation moments where the slope in the regret curve changes. The majority of the examples end in the same slope as the example in Figure 4.10a, however the algorithm is not confident of the MDP parameters at the clustering length for several trials. We can clearly see the algorithm capability to explore options and getting an improved policy as time progresses.

![Figure 4.10: C-PSRL on a MDP with $n = 500$ states, $K = 3$ clusters, and $l = 3$ actions.](image)

4.5 | Applicability of C-PSRL

We have seen different experiments in Section 4.4 in which we use C-PSRL on various problems. In this section we will use the insights obtained in Section 4.4 to discuss the applicability of the C-PSRL on...
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various problems. We will highlight what to consider when applying this algorithm and what is important when you apply it.

In Figure 4.4 we demonstrated the importance of having a correct cluster assignment by looking at the regret curves of both C-PSRL with the exact cluster assignment injected and estimating the clusters using the CA. If the CA is able to exactly cluster and, on top of that, the reward distribution is distinguishable for all cluster–action pairs at that clustering length $T_c$, we are likely to find the optimal strategy at $T_c$. This observation follows from both Figure 4.4 and Figure 4.10a.

Just like PSRL, C-PSRL performs better if additional prior information is provided to the agent. The prior distributions can be adjusted to exploit this additional information. Utilising this prior information can make a better suited algorithm that is more consistent in performance as seen in Figure 4.6.

If we are able to estimate the parameters of the problem we can select a clustering length that most probable results in an exact cluster assignment. If we can find these clusters exactly with the CA, we can expect identical performance as learning on this latent MDP directly after the clustering length $T_c$. In terms of regret, compared to learning directly on this latent MDP, suboptimal actions are only taken prior to the clustering length. After $T_c$ we learn as if we learn directly on this latent MDP; we therefore expect the regret to match the regret of a learning algorithm on this smaller state space MDP if the cluster assignment is exact. Hereby we illustrate the importance of the accuracy of the cluster assignment. It therefore makes sense to apply a clustering methodology on a MDP that is suited to be clustered. If the number of states increases this effect is enhanced; the larger the ratio $n/K$, the more effective the clustering methodology.

If the number of clusters is not an input but if the algorithm can be relaxed in the sense that it automatically calculates the number of clusters, we could even apply this kind of methodology on MDPs where there is no apparent cluster structure. Depending on the number of clusters the algorithm detects, a suitable choice could be made between the various available learning methodologies.
Conclusion

This thesis aim was to investigate and evaluate the combination of the clustering methodology of [40] with Reinforcement Learning (RL). In this Chapter we will describe the research in this thesis that led to the evaluation of this combined approach.

In Chapter 2 we gave an introduction to Reinforcement Learning and described the general framework of RL. Afterwards, we described two novel problems: the bandit problem and the MDP. We provide several algorithms that can be used to find a policy in these two problems.

In Chapter 3 we described the problem of clustering using a single trajectory of a block Markov chain. We highlighted the theoretical foundations of clustering in these Markov chains and described the algorithm developed by [40] that is able to cluster on a single trajectory. We implemented a block Markov chain simulator including this algorithm and this simulator allowed us to conduct experiments on this clustering methodology. We also contributed to the revised paper Clustering in Block Markov Chains [40] by providing insight in the convergence behaviour of the clustering algorithm and the number of improvement steps that are needed to get an accurate cluster assignment. These insight answered scientific questions that came up in the referee process of [40]. Besides an analysis of the convergence behaviour, we investigated the behaviour of the clustering algorithm in the critical regime. We investigated the feasibility region of the algorithm in the case that there are two clusters. We observed that for a limited number of states the estimated region fits the asymptotically defined feasibility region. By increasing the number of states, we observe that the estimated feasibility region convergences to the asymptotically defined theoretical region. With this observation we conclude that, in the critical regime, the clustering algorithm of [40] meets the theoretical feasibility region. This feasibility region depends on the underlying block Markov chain parameters, if this parameters are known a priori we can reduce the required trajectory length, in a combined approach of clustering with a MDP, for which we can guarantee an accurate recovery of the clusters. The dynamics of a Markov decision process are determined by multiple transition matrices and the clustering algorithm is designed for a pure transition matrix. We compare the statistical properties of a trajectory generated by a mixed Markov chain with the trajectories of a pure Markov chain and we found that, given the action selection protocol, these two processes are similar to each other by the total variation distance. When we look at a single state trajectory, the two processes have the same probability of generating this trajectory. Having investigated the stochastic properties of these two processes, we performed a study on the performance of the clustering algorithm of [40] on a mixed Markov chain. We compared the algorithms performance on a trajectory generated by the mixed Markov process and the pure Markov process. For two clusters with a varying number of states and actions, we conclude that the clustering algorithm has similar performance on both processes. This observation gave us the confirmation that we can use the clustering algorithm of [40] for a state trajectory generated by a MDP.

In Chapter 4 we introduce the Block Markov Chain Markov Decision Process (BMC–MDP) model that defines a framework that is combines a general cluster able structure, like a block Markov chain, with a MDP. We gave benefits of this model compared to existing models and highlighted practical extensions in general cluster based transition dynamics that can be described by this general model. We introduced the Cluster Posterior Sampling for Reinforcement Learning (C-PSRL) algorithm which was able to give us insight in the properties of a combined cluster based Markov decision process
approach. We restricted our attention to a single clustering moment and took PSRL as the algorithm we implement in this combined approach. We performed simulations of C-PSRL on Bernoulli reward based MDPs and observe that the cluster based approach outperforms a RL algorithm on the state set. We compared our algorithm with a bandit approach and investigated the evaluation constant in the evaluation function and the reward prior distribution. We observe that the evaluation constant has no significant impact on the average performance of the algorithm, but it does influence the minimum and maximum obtained regret. Having an appropriate prior distribution ensures that the algorithm fits the proper reward distribution and this results in more consistent performance of the C-PSRL. However, the key to good performance of the C-PSRL is the cluster assignment. Therefore, the selection of the clustering length is crucial.

To conclude, reducing the state space of a MDP reduces the computational complexity of the problem significantly. If such a reduced latent space exists and we are able to learn this structure, this will be beneficial to the agent. If the underlying cluster structure can be described by a BMC combining the clustering algorithm of [40] with the reduced BMC–MDP model yields a significant increase in performance because we can aggregate data which results in a better estimate of the problem parameters. Summarizing, a combined approach of clustering and MDP solving on a reduced space is a viable approach. If we can relax the assumptions of this method to be applicable to general cluster based MDPs, this will result in a significant computational reduction. In the future this will make RL on high dimensional state spaces feasible.
6 Recommendations and future work

This thesis is a first study on the possibilities to apply a clustering algorithm for Block Markov Chains in the area of Reinforcement Learning. The basis of this study is built upon various assumptions to able to get a first look into the behaviour of a combined approach in which we leverage clustering. By nature of assuming, this also implies that there are various possibilities to expand upon. We now will briefly discuss these opportunities where we will not only state them but also provide some initial thoughts.

6.1 Clustering Algorithm

The cluster assignment is of fundamental importance to the performance of any clustering based Reinforcement Learning approach in which the data samples for all states belonging to a cluster are aggregated. In this thesis we use the algorithm to cluster on a trajectory generated by a single BMC developed in [40]. We will now describe further research opportunities on the cluster algorithm.

In Section 4.1 we highlighted possibilities of transition dynamics that the BMC–MDP model can describe. However, if we want to use different transition dynamics for the total BMC–MDP problem it is necessary that the clustering methodology scope of applications is widened beyond strict BMCs. We propose to look at the possibility to cluster on a trajectory generated by a single transition matrix that is not exactly a BMC. So a possible research direction is analysing the performance or the extension of the clustering algorithm on transition matrix where there is some sort of block structure but this structure is not exactly the current definition of a BMC. For example: the transition matrix could have similar states that can be seen as blocks but are not identical to each other in terms of behaviour so there are small derivations in the transition probabilities, or we take a transition matrix that includes self jumps, or an irreducible transition matrix where multiple states are not reachable from a single state.

In Section 3.5 and Section 3.6 we have demonstrated that the cluster algorithm from [40] is also capable of clustering on a single trajectory generated by an alternating Block Markov Chain. However, in this first approach, additional data that is available in the MDP setting is not taken into account. It should be possible to change the clustering algorithm so that the information of multiple transition matrices for every action is taken into account. This potentially results in a different spectral clustering step on multiple matrices for every action; inspiration may be found in [16]. The novel research would be to maintain some form of the improvement step of [40]. The improvement step is likely vital to generate a superior cluster assignment compared to a clustering methodology just containing a spectral method. This new cluster algorithm may potentially results in a cluster assignment that can be proven to be accurate, or even exact, on a trajectory length where we utilise the dependencies of the state trajectory on the action trajectory in a MDP, using similar strategies to [40].

6.2 Cluster based MDP

Besides the clustering algorithm there are also research possibilities in the combined approach of clustering and optimization of the BMC–MDP.

The main objective for this type of research is to derive a regret bound for this type of algorithm so that we can make quantitative statements on the performance, as well as compare this approach to
other approaches that tackle these types of optimization problems. There are opportunities to derive a regret bound for this algorithm structure because the regret of randomly picking actions in a MDP is linear and therefore regret bounds for the initial stage should be possible to derive. Because we know [40] the clustering algorithm’s performance bounds. We then have PSRL with an initial estimate of the parameters as we already have an action, reward, and state trajectory from the initial stage. We can possibly use the current regret bound conditioned with this initialization of the estimates and conduct a regret bound for the total approach. We have to remark that we then still have to adjust for the correctness of the cluster assignment at the clustering length as this gives a bound on the theoretical number of correctly picked actions that is possible. In that sense a Probably Approximately Correct (PAC) bound may be researched for this type of algorithm as you can consider the convergence speed to the optimal action of the algorithm but with the condition that we have a cluster assignment, the accuracy of which will determines the speed. This is because misclassified states give an error to the estimated parameters and if the number of misclassified states goes to zero this error goes to zero. This could potentially also lead to a maximum bound on the number of misclassified states for which the algorithm can converge to an optimal solution at all.

In our algorithm structure, here we have made the explicit choice to cluster at the clustering length and then run a RL algorithm on the reduced underlying MDP with $K$ states (clusters). A possibility is to investigate an algorithm with a different structure, namely an algorithm where we cluster multiple times. Here the cluster moments could be determined in a similar fashion as the re-evaluation of the policy. So we also use an increasing length between cluster moments and in this case similar argumentation holds for increasing the length between these intervals as to why we choose to take increasing intervals after which we re-evaluate the policy. However this kind of algorithm is probably more difficult to analyse if the objective is to give a regret analysis. The change in cluster assignment and correctness of this assignment is critical for the total regret bound that likely requires bounds on the number of correctly classified states at every cluster moment.

In the C-PSRL we pick the actions uniformly at random during the initial stage. If the clustering length is short compared to the number of cluster action pairs, for example when there are a large number of actions, we could potentially end up with an unbalanced number of samples for every action given the cluster. The algorithm ensures that afterwards we try these actions to explore them further in the third stage, but we perhaps could prevent this with a different action selection criteria in the initial stage to balance out the initial estimates.


