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Abstract

The goal of this paper is to examine how different
presentation strategies of Explanainable Artificial
Intelligence (XAI) explanation methods for textual
data affect non-expert understanding in the context
of fact-checking. The importance of understand-
ing the decision of an Artificial Intelligence (AI)
in human-AI interaction and the need for effective
explanation methods to improve trust in AI models
are highlighted. The study focuses on three expla-
nation methods: interpretable-by-design model Ex-
Pred, feature attribution technique LIME, and in-
stance attribution method k-NN. Two presentation
strategies were compared for each method, and par-
ticipants were presented with a set of claims and
asked to indicate their understanding and level of
agreement with the AI’s classification. The main
hypothesis is that participants will appreciate all
available context and details, as long as it is pre-
sented in a structured way, and will find visual rep-
resentations of data easier to understand than tex-
tual ones. Results from the study indicate that par-
ticipants prefer explanations that are simple and
structured, and that visual presentations are not as
effective, especially when it is the first time a user
interacts with this type of data. Additionally, it
was found that better formatting leads to a better-
calibrated understanding of the explanation. The
results of this study will provide valuable insight
into the best way to present XAI explanations to
non-experts to enhance their understanding and re-
duce the deployment risk associated with Natural
Language Processing (NLP) models for automated
fact-checking. The study’s code, data, and Figma
templates are publicly available for reproducibility.

Introduction
The increase in use of Artificial Intelligence (AI) in daily life
has brought attention to the issue of data bias and the risks that
come with it. Data bias can reduce the accuracy of AI models,
which is particularly important in the context of fact-checking
[1]. Here the goal is to detect misinformation and provide a
credibility check for online information using AI and Natu-
ral Language Processing (NLP) models. State-of-the-art fact-
checking algorithms are trained to give one of three answers:
“Support”, “Refute” and “Not enough info”. However, as the
target user group for these tools now includes non-experts,
i.e. someone is familiar with AI but not able to develop such
fact-checking AI, it is crucial to consider the potential for data
bias in these fact checking tools. Now there is a need for ex-
planations that are not only accurate but equally important
- understandable for the user. This is the focus of the field
Explainable AI (XAI), which aims to demystify the “black
box” of AI models and increase trust in them [2]. It does not
only serve to protect individuals from misinformation but also
holds potential relevance for a wide range of industries, from
the more obvious fields of software engineering and content

creation to less apparent areas such as medical testing and
diagnosis or the agricultural sector [3].

In this study, we focus on three main types of XAI expla-
nation methods: interpretable-by-design models, feature at-
tribution techniques, and instance attribution methods - and
do not include counterfactual explanations or sequence min-
ing techniques in our analysis. A comprehensive overview of
the outputs of the most common types of XAI methods can
be seen in the accompanying Figure 1. The output of these
methods must be tailored to human comprehension in order
to be effective. Even if an explanation is very detailed and ac-
curate, whether the human understands it, greatly influences
the model performance [4]. While there is previous research
that has shown that explanations that utilize text and provide
a high degree of detail are often preferred by users [5], our
study is unique in that it focuses specifically on making con-
clusions about optimal presentations within the context of dif-
ferent explanation methods and fact-checking.

In this study, we aim to investigate:
RQ1 How do different explanation presentation strategies

of feature and data attribution techniques affect non-
expert understanding?

To accomplish this, we explore a range of sub-questions, in-
cluding:

RQ2 What is the preferred level of context/details in explana-
tions?

RQ3 How significant is the data presented in terms of com-
prehension?

RQ4 Does the use of visual presentations enhance or hinder
understanding compared to textual explanations?

RQ5 In what ways would the participant suggest improving
the presentation?

Through answering these questions, we aim to gain a deeper
understanding of how to most effectively present XAI expla-
nations to non-experts.

The study found that participants generally preferred ex-
planations that were simple and structured, and that visual
presentations were not as effective, particularly for first-time
users of this type of data. It was also discovered that proper
formatting improved participants’ understanding and com-
prehension of the explanation. For the sake of reproducibility
the code1 and data2 used for the experiments, as well as the
Figma templates3 for the prototypes and future recommenda-
tions are publicly available.

1 Problem Description
The main problem addressed in this study is understanding
the best way to present XAI explanations to non-experts.
This way we aim to enhance their understanding and reduce
the deployment risk associated with NLP models for auto-
mated fact-checking. We propose to compare different pre-
sentation strategies for specific explanation methods, includ-
ing the binary selector output of the interpretable-by-design

1www.github.com/shivanisgithub/FactCheckingPresentations
2https://fever.ai/dataset/fever.html
3www.figma.com/community/file/1194688306111467424
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Figure 1: Outputs of different XAI explanation methods

model Explain-then-Predict (ExPred) [6], the feature attri-
bution technique Local Interpretable Model-Agnostic Expla-
nations (LIME) [7], and the instance attribution method k-
Nearest-Neighbour (k-NN) [8]. By combining existing re-
search on XAI explanation methods with research on human-
AI interaction, we aim to provide valuable insight into the op-
timal way to present XAI explanations to non-experts and of-
fer recommendations that can be implemented immediately.
The main hypothesis is that participants will appreciate all
available context and details, as long as it is presented in a
structured way, and will find visual representations of data to
be easier to understand than textual ones.

2 Related Work
As necessary background knowledge for our research, we
present the explanation methods that serve as the foundation
for our study. Some related works include articles pertaining
to user studies of explanation methods, while others focus on
utilising human evaluation to improve AI models. We then
showcase a broader array of works that address theories on
human understanding of the text and data-driven approaches.

2.1 Explanation Methods Used in the Study
In the context of this study, we employ interpretable-by-
design models, which are designed with interpretability in
mind, meaning their internal workings and decision-making

processes are easily understandable by humans. This allows
for greater transparency of the model’s predictions and deci-
sions. The specific model we use is ExPred, as presented in
the work of Zhang et al. [6], which utilizes multi-task learn-
ing in the generation of explanations for explain-then-predict
models. Specifically, a binary array of all tokens in a given
context is generated, with the subset of readable tokens con-
tributing to the classification label. In Figure 2 a decoded
example of this is shown. The readable tokens influenced the
classification, and the dots represent non-influential data.

Figure 2: A truncated frame of the output generated by ExPred for
the claim “Mount Hood is in the Andes”.

In addition, we also employ feature attribution techniques,
where each token in the context is assigned an influence score
or weight towards a classification label. This study uses the
LIME algorithm [7], which generates explanations for predic-
tions made by classifiers or regressors. It does this by approx-
imating the model locally with an interpretable one that can
provide faithful explanations. Other popular feature attribu-
tion techniques like SHAP (SHapley Additive exPlanations)
[9], which employs a game-theoretic approach to explain the
output of any machine learning model, are also worth consid-
ering.

Lastly, we also utilize instance attribution methods, where
the goal is to identify the training data point that most influ-
enced the final classification label. A simple approach that we
employ in this study is the k-Nearest Neighbours (kNN) algo-
rithm [8]. A more advanced alternative is the Fast IF method,
which combines k-NN with inverse Hessian-vector product
estimation to identify the most influential data points [10].

2.2 User Studies on Human/AI Interaction
One study by Lim and Perrault [5] is particularly relevant to
our research, as it also examines the comparison of different
explanation methods in the fact-checking context. The study
employs a user study with an online form, and the partici-
pants are asked to evaluate five different fact-checking pro-
cesses. The study found that participants generally preferred
explanations that were heavy on details and followed the or-
ganic fact-checking process of cross-referencing with other
news articles.

Linder et al. [4]’s study investigates the relationship be-
tween the amount of explanatory information provided by
XAI interfaces and the user’s understanding of the AI model.
The study concludes that there is a trade-off between the time
and attention required for the user to understand the expla-
nation and the amount of understanding required in a given
situation.



In another study, Schuff et al. [11] also focuses on human
perception. Their research is about randomly generated fea-
ture attribution explanations presented as heat maps or bar
charts. The study found that how the explanations were pre-
sented had a significant impact on the user’s comprehension.

In Nguyen et al. [12]’s paper, the design and evaluation
of a mixed-initiative approach to fact-checking are presented.
The user study examines the combination of human knowl-
edge and experience with the efficiency and scalability of au-
tomated information retrieval and machine learning. Their re-
sults suggest that transparency of the models leads to the most
effective human/AI interaction, particularly in cases where
the model is fallible.

Overall, these studies highlight the importance of under-
standing human-AI interaction in the fact-checking context
and the need for effective explanation methods that can facil-
itate this interaction.

2.3 Explanation-Based Human Debugging in AI
In the realm of AI research, various studies have been con-
ducted to explore the concept of explanation-based human
debugging. Lertvittayakumjorn and Toni [13] conducted a
survey of existing work on this topic, providing an overview
of the current state of the field. Additionally, the Fax-PlainAC
framework presented in Zhang et al. [14] utilizes human an-
notation as a means of correcting the incorrect results pro-
duced by AI models. Similarly, there is the FIND frame-
work [15] which confirms the effectiveness of word clouds as
a means of debugging deep text classifiers, and understand-
ing the decision-making process of AI models. Overall, these
studies provide valuable insights into the ongoing efforts to
improve the transparency and interpretability of AI models
through explanation-based human debugging.

2.4 Theoretical Approaches
Papers like Madsen et al. [16] have a more theoretical focus,
but their conclusions can be applied to research in XAI and
fact-checking. They discuss the trade-off between presenting
explanations in a more human-grounded (higher abstraction
level) and functionally-grounded presentation (that reflects
the model’s behaviour better). On another note Chang et al.
[17] examined whether the association between a document
and a topic makes sense. They call this task topic intrusion,
as the subject must identify a topic that was not associated
with the document shown. It is a method that we think can be
applied to fact-checking, as the user needs to identify whether
the explanation relates to the claim to decide whether to trust
the AI or not. These related studies provide a robust founda-
tion for our research, highlighting the diversity of research in
this field and offering potential avenues for further research
that incorporates the concepts and conclusions of these stud-
ies.

3 Methodology
Our experimental procedure allows for both qualitative and
quantitative evaluation. In this section, we describe the
method used for semi-structured interviews to observe the im-
pact of presentation strategies on trust in the AI’s decision.

Additionally, we detail the dataset used, as well as the expla-
nation methods and their chosen presentation strategies.

3.1 Semi-structured interviews
To observe which presentation strategy most effectively con-
tributes to trust in the AI’s decision for each explana-
tion method, a qualitative user study in the form of semi-
structured interviews was employed. This method was cho-
sen in light of Johs et al. [18]’s findings, which indicate that
qualitative user studies are the most common in XAI research,
and offer the benefits of both unstructured and structured in-
terviews. The evaluation of presentation strategies often is
influenced by the user’s understanding of the data. Thus,
the semi-structured interview format enabled us to steer the
conversation towards the presentation of the data rather than
the data itself. Moreover, it allowed for follow-up questions
and clarification of misunderstandings. This would have been
more challenging in a questionnaire. To enable us to com-
pare the answers of the interviewees, we asked them to pro-
vide quantitative feedback on a Likert-type scale. The scale
was chosen based on Lim and Perrault [5], a similar research
question.

3.2 FEVER Dataset
For this study, we utilise data from the FEVER dataset, a cor-
pus of claims and their corresponding evidence for verifica-
tion against textual sources, extracted from Wikipedia [19].
Each data point comprises a claim, its associated context and
evidence, as well as a classification label.

3.3 Explanation methods and their presentations
We describe the explanation methods and the corresponding
presentation strategies that were chosen for our study. The
approach taken is similar to that of Linder et al. [4], where
the level of explanation detail is incrementally increased to
determine the optimal amount for a user to understand the
decision. Some of the chosen presentations are standard in
the XAI community, while others were derived by applying
common presentation strategies to the outputs of the explana-
tion methods.

ExPred - Interpretable by design
For the ExPred explanation method, we present participants
with both the influencing tokens only (Figure 3), and the full
context with the influencing tokens highlighted (Figure 4).
We decided for highlighting, as the use case of “Advise” as
identified in Jacovi and Goldberg [20] fit our goal well. The
goal is to assess whether participants prefer more or less con-
text and whether the highlight aligns with their perception of
what it should include. We opted for not showing the dots
of the raw data (see Figure 2), as their presence can be over-
whelming and thus hinder us from observing this goal.

LIME - Feature attribution
The output of the LIME method is an array of values rep-
resenting the weights of each token, with high absolute val-
ues indicating a high influence. We present this information
to participants using both heat maps and word clouds. Heat
maps are a popular medium for visually explaining feature at-
tribution like done in Schuff et al. [11], but most commonly



Figure 3: ExPred Freetext presentation for claim “Mount Hood is in
the Andes”. All tokens that influenced the classification are shown

Figure 4: ExPred Highlighted presentation for claim “Mount Hood
is in the Andes”.

used for image classification [21]. An example of such a
heatmap is shown in Figure 5. The entire context is shown,
highlighted in different intensities of green or red (support or
refute). The darker the marking, the more influence the to-
ken had on the classification. Meanwhile, word clouds are
a familiar format that is commonly used for data qualitative
assessment [22] and NPL content analysis [23]. For exam-
ple in Lertvittayakumjorn et al. [15]’s paper, word clouds are
utilised for debugging deep learning models. Figure 6 shows
an example of our word clouds. Here there is one word cloud
per label, the larger a token is, the more influence it had to the
corresponding classification.

Figure 5: LIME heat map over all tokens of a context for the claim
“Temple Grandin stars Claire Danes as a stormtrooper”.

kNN - Instance attribution
The output of the instance attribution method is a sorted array
of influence scores and corresponding data points, where the
first element is the deciding factor in the classification of the
claim. We present this information to participants in both its
raw form and as a plot and table. The goal is to assess whether
the visual representation of the data points makes it easier to
compare the influence scores. An example of two claims can
be found in Figure 7. By using labels, a box for each data
point and colouring the box in red or green for a supporting or
refuting influence we made the data more visually appealing.
The full prototype can be found in Appendix A, Figure 15. In
Figure 8 a generic example of the graph is shown. Each circle
represents one data point. The larger and more green/red it is,
the higher the influence. We accompanied this graph with a

Figure 6: Word clouds for the claim “Temple Grandin stars Claire
Danes as a stormtrooper” using the LIME algorithm.

table which showed a part of the context of each of the data
points. For the full example refer to Appendix A, Figure 16.

Figure 7: First two claims of instance attribution boxes presentation
for the claim ”TakePart is a division of 20th Century Fox”.

4 Experimental Setup

The details of the user study and its setup are described here.
We provide a detailed account of the participants involved in
the experimental setup, and then present the methodology for
the creation of prototypes utilized in the study. Finally, we
describe the measures used to evaluate the prototypes.



Figure 8: Generic example of instance attribution plot, where every
circle represents a data point, with influence scores between (-1,1).

4.1 Participant selection
20 individuals were recruited through the use of convenience
sampling, with the inclusion criteria being that participants
were students at TU Delft and proficient in the English lan-
guage. The sample was composed of 7 undergraduate and 13
postgraduate students, with a gender breakdown of 9 females
and 11 males. The exclusion criteria for the study included
inability to read or colour blindness, as these factors could po-
tentially impact the validity of the results. The sample size of
20 participants was chosen as it provides an optimal balance
between the amount of information obtained and the time re-
quired to conduct the study, as per the recommendations of
Faulkner [24]. This sample size is also sufficient to obtain a
minimum of 95% of the expected results.

4.2 Prototype creation
Each participant was presented with six different prototypes,
resulting in a total of 120 prototypes being generated for the
research. These prototypes were created using Figma 4, with
the data points for the prototypes being drawn from 60 entries
of the FEVER dataset [19]. The initial evaluations of ExPred,
LIME, and k-NN were run on 20 data points respectively.

The process of prototype creation involved the utilization
of Python code, which was used to create visualizations and
presentations of the data, including heat maps, word clouds,
and graphs. These visualizations were then integrated into an
interactive frame within Figma. To ensure consistency and
ease of understanding, the prototypes adhered to the princi-
ples outlined in Google’s Material Design Guidelines 5. An
example of a finished prototype that was shown to the partic-
ipant is here: Figma prototype.

To control for potential sources of bias and improve the
comparability of the prototypes, we included at least one sup-
porting and one refuting example per participant and used
three different claims per participant to rule out misunder-
standing due to unclear data. Additionally, we made sure
that the claims used for each explanation method were kept
consistent, to accurately compare the presentations. Further-
more, we took special care that the prototypes were created in
a manner that would minimize any sampling bias or selection
bias and ensure that the effects of earlier prototypes would
not affect the later ones.[25] The ”Not Enough Info” claims

4www.figma.com
5m2.material.io

Parameter Description

Visually Appealing I like the design/colour/layout of the fact-checker.
Easy to Understand I can understand the details of the fact-checker.

Useful The details given by the fact-checker are meaningful to
me.

Informative The amount of details given by the fact-checker is
acceptable to me.

Convincing The details given by the fact-checker persuade me to
believe in its veracity prediction result.

Table 1: Assessment parameters of an XAI explanation. [5]

were not included in the study, to ensure consistency with the
test and training data of ExPred [6], which uses the version of
FEVER from Eraserbenchmark6. Further these claims have
limited relevance in real-world scenarios.

4.3 Measures
The evaluation parameters are Visually Appealing, Easy to
Understand, Useful, Informative, and Convincing. To ensure
the validity of the results, we followed the definitions of the
measures as defined in [5], shown in Table 1. These measures
were deemed appropriate for the research as they allow for a
comprehensive analysis of the fact-checking prototypes. Par-
ticipants were asked to rate each measure on a Likert scale
of 1-5, with 1 indicating strong disagreement and 5 indicat-
ing strong agreement. The study collected data using Likert
scale single-item scores, which were analyzed using averages
and Cronbach’s alpha to measure reliability. This analysis
provides an overall consensus and an indication of agreement
among participants, which is further supported by qualitative
data. This qualitative data was collected through follow-up
questions to gain a deeper understanding of the participants’
perceptions of the prototypes and to answer our research
questions. These questions included queries about the above
measures such as “What do you think of the design/layout of
the fact checker?”(RQ4), “What would you improve about the
fact checker?”(RQ5), and “Is the amount of details acceptable
to you, or what would you add/remove?”(RQ2). Finally, we
asked the interviewees to indicate which one of the presen-
tations they prefer. The results obtained from this evaluation
will aid in determining the efficiency of the different presen-
tation strategies and provide insights for future research in the
field of XAI.

5 Results
In this section we present the results of the quantitative evalu-
ation as well as qualitative evaluation of the prototypes, which
utilized a thematic analysis approach. Finally we answer our
research questions and discuss our recommendations towards
an optimal explanation presentation strategy based on these
results.

5.1 Quantitative Evaluation
The data gathered from the interviews was analyzed using
single-item scores, averages, and Cronbach’s alpha as mea-
sures of reliability. The scores per measure of the presenta-
tion strategies for ExPred are in Figures 9 and 10. Overall,

6https://www.eraserbenchmark.com

https://tinyurl.com/figmaprototypethesisshivani
www.figma.com
m2.material.io
https://www.eraserbenchmark.com


there were high scores, except for Visually appealing, where
the scores were neutral for the highlights and low for the free
text. In Figures 11 and 12, the LIME scores were depicted,
with word clouds scoring highly in Visually appealing and
heat maps scoring low. The remaining measures have low
scores for both, with word clouds scoring lower overall, es-
pecially for Informative and Convincing. The kNN scores, as
depicted in Figures 13 and 14, scored similarly, with boxes
receiving higher scores for Informative. Additionally, par-
ticipants were asked to indicate their preference between the
two presentations for each explanation method. The results
showed a majority preference for ExPred highlighted with
70% and instance attribution boxes with 65%. For feature
attribution, there was a tie. The average scores in Table 2
reflect this, with the presentation that scored the highest over-
all also being preferred by the majority of users.

The use of Cronbach’s alpha was employed to assess the
reliability or internal consistency of the set of scale or test
items. It is most commonly used for Likert-type scales [26],
and unlike other Inter-Annotator Agreement measures does
not limit the amount of annotators, nor requires the data to
be randomly sampled. The computed α of 0.928 with a 95%
confidence interval [0.884, 0.961] thus indicates high reli-
ability and internal consistency of the five-point Likert
scale.

Figure 9: ExPred scores for FreeText. (1 = Strongly disagree, 5 =
Strongly agree)

Figure 10: ExPred scores for Highlights. (1 = Strongly disagree, 5
= Strongly agree)

Figure 11: Feature attribution scores for Heatmaps. (1 = Strongly
disagree, 5 = Strongly agree)

Figure 12: Feature attribution scores for Word Clouds. (1 = Strongly
disagree, 5 = Strongly agree)

5.2 Thematic Analysis of Qualitative Data
The method of thematic analysis employed was an inductive,
open-coding approach, where the theme development was di-
rected by the content of the data. The aim was to organize the
data into different categories and draw meaningful conclu-
sions that relate to both the quantitative data and the research
questions. We followed Clarke and Braun [27]’s approach,
where we first familiarized ourselves with the data through
the listening to and re-reading of the interview transcripts,
leading to the identification of common themes within the
data. Initial analytic observations and insights were made,
with relevant data highlighted and coded to generate labels
that captured the important features of the data. These la-
bels, their definitions and examples are presented in Table
3. Throughout this process the research question was kept
in mind. Common themes were identified with the labels for
each of the presentation strategies and parameters, leading to
the identification of dominant patterns for each of the param-
eters. The analysis led to several key observations, includ-
ing (1) the importance formatting by using correct spacing,
“fluff” such as icons, fonts and labels, intuitive colors (e.g.
red for refute and green for support) and (2) the presence
of context and relevant information being necessary for the
users’ understanding and focus. As well as (3) that the data
presented plays a crucial role in the user’s understanding of
the fact checker and (4) an explanation was considered most
useful when provided with an explanation directly related to
the claim. Lastly (5) the number of details presented to the



Visually appealing Understandable Useful Informative Convincing Overall Preferred
ExPred free text 2,55 3,85 4 4,1 4,05 3,71
ExPred highlights 3,45 4,1 3,8 4,25 4,55 4,03 x

LIME heat maps 1,9 1,8 2 2,6 2,45 2,15 tied
LIME word clouds 3,45 2,35 1,95 2,05 1,75 2,31 tied

Instance attr. Boxes 3,45 2,6 2,3 3,55 2,25 2,83 x
Instance attr. Graph 3,25 2,45 2,4 2,65 2,4 2,63

Table 2: Average scores for each parameter, overall average scores per presentation and preference for presentation per explanation method
based on feedback from 20 participants.

Figure 13: Instance attribution scores for Boxes. (1 = Strongly dis-
agree, 5 = Strongly agree)

Figure 14: Instance attribution scores for Boxes. (1 = Strongly dis-
agree, 5 = Strongly agree)

users was also a important factor, with a preference for not
being overwhelmed with too much information but not not
so little that individual words cannot be understood on their
own. Overall, the key takeaway from this analysis is the
importance of providing relevant and well formatted con-
text and removing irrelevant information in order to en-
hance the user’s understanding and engagement with the
fact checker.

5.3 Outcomes and Recommendations
The results of both the quantitative and qualitative evalua-
tions were analyzed to derive recommendations for an opti-
mal non-expert-understandable presentation strategy. These
recommendations aim at answering RQ5, as we lay out the
ways the participant would improve the presentations.

The ExPred highlighted presentation performed the

strongest in the quantitative analysis, with high scores in all
parameters except for Visually appealing. The highlights had
high scores for both Convincing and Informative, which could
indicate that the preferred level of context/details in explana-
tion is high (RQ2). However, the qualitative analysis revealed
other areas of improvement for this method. It was suggested
by 35% that we show only the influential tokens instead of
the whole context and by 50% of interviewees that the source
in form of a hyperlink should be provided as an option for
verification. Further, the formatting of the text should be cor-
rected for spacing and punctuation. A possible implementa-
tion of these suggestions is depicted in Appendix B, Figure
17.

The feature attribution options received mixed feedback
from users. The heat maps were criticized for containing too
many details to focus on. Interviewees stated that ”It feels
like when you are using a highlighter to mark the important
stuff but you end up marking the whole book” and ”It feels
like a Christmas tree.” However, the word clouds received
criticism for lacking context, making it difficult for users to
make sense of the information. This strengthens the argument
for more context-heavy explanations (RQ2) and indicates that
the use of visual presentations does not necessarily enhance
the users understanding (RQ4). Users gave the word clouds
a high score on Visually appealing, but also mentioned that
they ”cannot separate visual from explainable.” For both op-
tions, users said that they were not able to see at first glance
whether the explanation was supported or refuted. Therefore,
we suggest combining the two solutions for LIME as a
compromise between more context and less overwhelming
data. We increased the contrast and did not colour any to-
kens with a value between the maximumInfluence/4 and
minumumInfluence/4 in the heat map, as well as show
only the word cloud of the classification, as seen in Figure 20
in Appendix B.

Regarding the instance attribution method, the majority
of interviewees did not find it convincing. While 50% of
interviewees said they understood the concept and why the
AI selected the data, they also felt that the data and claim
had no relation. This clearly shows the significance of the
data in terms of comprehension (RQ3). The type of data pro-
vided was deemed useful, but some suggested improvements
such as adding icons, highlighting, or better alignment. The
participants recognized the potential of the plots, but found
them difficult to understand and interact with, supporting the
conclusion that visual presentations may not always be effec-



Label Definition Examples
Formatting- Negatively connotated comments about formatting Spacing, Capitalisation, Colours, Fonts, Icons
Formating+ Positively connotated comments about formatting I like the plot, Word clouds are pretty
Source Comments about wanting a source Need a source, It is not credible like this, I want a link

Overwhelmed Comments about confusion/overwhelming
data/presentations

Too much text/highlight, Distracted by noise,
What should I focus on?, Data does not make sense

Clarity Comments about clear information/presentation Important parts/highlights are clear, I have all info I need,
The formatting is clear, It is easy to compare

Context- Negatively connotated comments about the context I miss .., This does not seem relevant,
I don’t have the details I want

Context+ Positively connotated comments about the context I like seeing the context, This one gives me more info,
It is clearer with the context

Table 3: Open coding labels, their definition and examples from the interview data

tive (RQ4).To improve user understanding, we suggest rank-
ing the queries from top to bottom and replacing the boxes
with small graphs. Additionally, the context should be hidden
and only shown when the user requests more information, as
shown in Appendix B in Figure 16.

6 Responsible Research
The following chapter critically reflects on the paper in terms
of the responsibility of the provided research. It discusses the
replicability and integrity of the user study, how the research
adheres to the principles of FAIR research, and the ethical
implications in the field of XAI.

6.1 Threats to Replicability
This section discusses the potential limitations and threats to
the replicability of our study results, including sample size,
participant demographics, and researcher bias. While the
sample size of 20 participants is sufficient for the scope of
this research, it is important to note that it may not be large
enough to fully capture the diversity of opinions and expe-
riences. Additionally, factors such as room brightness, per-
sonal differences in perception, and participant demograph-
ics may have influenced the study results, and it is crucial to
consider these limitations when interpreting the findings.

The study participants were fully informed of the impli-
cations of participating in the research, including the volun-
tary nature of participation, the use of written notes and audio
recordings, and the anonymity of their personal information.
They also agreed to be quoted in research outputs, as outlined
in the consent form found in Appendix C.

It is also important to acknowledge the potential impact of
researcher bias on the study outcomes. Assumptions were
made regarding the replicability of the study results, and the
risk of researcher bias was increased due to the recruiting
of participants through convenience sampling and the semi-
structured nature of the interviews. To minimize this impact,
measures were taken such as maintaining a neutral tone in
the questioning process and emphasizing that there were no
incorrect answers to the questions. Additionally, the back-
ground knowledge of the participants, all students at a tech-
nical university, may also affect the reproducibility, as indi-
viduals without technical knowledge may have different ob-
servations.

Furthermore, it should be noted that the study did not take
into account whether the participants knew the answer to the
claim that was fact-checked or not, which could have an im-
pact on the level of trust in the AI-generated explanations.
Lastly, the study did not shuffle the order of the explanation
methods shown, which could potentially create a false sense
of understanding when presented with the second prototype.
Therefore, it is important to consider these limitations when
interpreting the findings and when replicating the study.

6.2 FAIR research
This research adheres to the FAIR guiding principles for sci-
entific data management as proposed by Wilkinson et al. [28].
These principles, which include findability, accessibility, in-
teroperability, and reusability, have been widely applied to
various forms of research, including software development
[29].

In terms of findability, the software utilized in this study
can be easily located on GitHub, while the prototypes created
can be accessed via a unique identifier on the Figma commu-
nity page. Furthermore, the study’s data, in the form of the
FEVER dataset, is publicly available.

In terms of accessibility, the software and data are retriev-
able through standard protocols, as both Figma and GitHub
are standard and open-source platforms.

Regarding interoperability, the software is designed to ex-
change data and allows for ease of integration with other soft-
ware, as the Jupyter notebooks used in the study specify the
necessary inputs.

Finally, in terms of reusability, the study’s software is both
usable (executable) and reusable (understandable, modifiable,
and adaptable for incorporation into other software). De-
tailed descriptions of the prototype creation process, as well
as the tools and codebase used, are publicly available, en-
abling other researchers to recreate and modify the prototypes
for their own use.

6.3 Ethical implications
As AI technology continues to advance and become more
widely available, it is important to consider the ethical impli-
cations of its use. Tools such as OpenAI’s ChatGPT7, which

7https://chat.openai.com/
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can generate human-like responses, can make it difficult for
users to distinguish between accurate and misleading infor-
mation. While the benefits of AI are numerous, it is crucial
to ensure that users are not misled by inaccurate information.
One potential solution is to present explanations in a clear and
understandable manner, allowing users to make informed de-
cisions about the data they receive. Other alternatives include
tools such as Sourcer8, which provide users with the ability
to verify the credibility of the information they receive and
protect against fake news.

7 Discussion
There are several threats to the validity of the research. The
present study makes conclusions about optimal instance attri-
bution presentation strategies, but these conclusions lack sup-
porting evidence from other relevant research, which could
compromise the validity of the conclusions made about in-
stance attribution presentations.

The study is also limited to a small subset of the FEVER
dataset and specific XAI methods, so the conclusions may be
different if a larger sample or a different dataset were used.
While we attempted to account for data being the reason for
misunderstanding by having different prototypes with differ-
ent data points for each user, given the resources, the risk of
invalidity could be reduced by showing more data points and
different XAI methods. Specifically, there was data-related
confusion for the instance attribution examples. Our conclu-
sions about these presentations would have been more gen-
eralizable if this confusion could have been mitigated. How-
ever, it is suggested that the disagreement may be a positive
outcome as it highlights the importance of providing users
with sufficient insight to understand the decision-making pro-
cess of the AI and to evaluate the credibility of the generated
explanations. Conversely, in cases where the data does not
provide a clear and convincing justification for the AI’s con-
clusion, it may be more appropriate for the AI to indicate a
lack of sufficient information rather than provide a conclusion
that is not supported by the data.

Another potential limitation of this study is the possibility
of imposing the researchers own biases or perspectives dur-
ing the data analysis process, rather than fully understanding
and interpreting the perspectives and meanings of the partici-
pants. While this research used data-driven thematic analysis
to mitigate this threat, it is worth mentioning as a threat to
validity.

Lastly, the study did not conduct an accessibility analysis
on the prototypes before showing them to the participants,
which could have an impact on the results. Despite these lim-
itations, the study highlights the importance of presenting ex-
planations in a digestible manner to protect users from being
misinformed.

8 Conclusions and Future Work
The present study aims to investigate how different expla-
nation presentation strategies of feature and data attribu-
tion techniques affect non-expert understanding in the fact-
checking context. Through semi-structured interviews with

8https://getsourcer.com

20 participants, with Visually appealing, Easy to Understand,
Useful, Informative, and Convincing as our measures, we
evaluate different presentation strategies for ExPred, LIME
and kNN. The results, and thus the answer to our research
question indicate that participants prefer a simple, structured
and primarily textual presentation of all available context
and details, rather than visual presentations, particularly for
first-time interactions with this type of data. Additionally,
the study finds that users find fact-checking more convinc-
ing when they are able to make the same conclusion as the
AI with minimal reading effort, and thus understand how the
presented data relates to the claim.

These findings provide recommendations for the design of
future XAI explanation method presentations and call for fur-
ther research in this field. This includes studies involving dif-
ferent data sets, participants from diverse backgrounds, and
those with accessibility issues such as colourblindness. Ad-
ditionally, future research could also apply these findings to
other NLP tasks and explore other XAI explanation methods,
such as counterfactual explanations or rule/sequence mining,
as well as the application of common presentation strategies
across different methods.
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A Instance attribution full designs
Here we present the complete designs of instance attribution prototype snippets shown in Chapter 3

Figure 15: Instance attribution boxes presentation for the claim “TakePart is a division of 20th Century Fox.” The full version of Figure 7
with all 5 data points and their influence. Again sorted, with the first one having the highest score, and thus being the deciding one.

Figure 16: Instance attribution plot and table for claim “TakePart is a division of 20th Century Fox”, with accompanying context and scores
for influential training data points. The data points are sorted in descending order, though in this case, all have a similar influence score. The
first claim “Dawn of the Plant of the Apes is a 20th Century Fox film.” has the highest, and thus decides on the classification.

B Recommended final presentations
Figma prototypes of possible final presentations for each explanation method, as presented in Chapter 5, as part of the outcomes.



Figure 17: ExPred recommended presentation as explained in Section 5.3. Showing only the influential tokens, and a link to the source/full
context.



Figure 18: Feature attribution recommended presentation as explained in Section 5.3. Combination of both presentations, with everything in
the range minumumInfluence/4 to maximumInfluence/4 coloured neutral, and only the word cloud matching the final classification
shown.



Figure 19: Instance attribution recommended presentation as explained in Section 5.3. A list of bar graphs, each corresponding to one data
point, sorted from top to bottom. The colour of the graph indicates refuting or supporting influence. Upon pressing the “More info” button a
grey text bubble with the context is shown.



C Consent Form

Consent Form for Explaining Deep Learning Models for Fact-Checking

Please tick the appropriate boxes Yes No

Taking part in the study

I have read and understood the study information dated 12.12.2022-16.12.2022, or it has
been read to me. I have been able to ask questions about the study and my questions have
been answered to my satisfaction.

□ □

I consent voluntarily to be a participant in this study and understand that I can refuse to
answer questions and I can withdraw from the study at any time, without having to give a
reason.

□ □

I understand that taking part in the study involves a written notes and audio recorded
interview on presentation strategies of data and feature attribution techniques in the Fact
Checking, and that the audio recordings will be transcribed and destroyed by the 28th of
February 2023.

□ □

Use of the information in the study

I understand that the information I provide will be used for the research project (CSE3000) of
Shivani Singh.

□ □

I understand that no personal information that can identify me will be shared. □ □

I agree that my information can be quoted in research outputs □ □

Signatures

________________________ _____________________ ________
Signature Date

Name of Participant

________________________ _____________________     ________

Shivani Singh Signature Date

Study contact details for further information:  Shivani Singh, s.singh-16@student.tudelft.nl

Figure 20: Consent form for user study
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